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In this deliverable we report on:

(1) ab initio calculations that have been performed to obtain accurate values of the
decisive materials’ quantities in spin-to-charge conversion processes. The responsible
quantities are the spin Hall effect (SHE) and the spin Rashba-Edelstein effect (SREE),
that convert electric current to spin current and spin accumulation. The inverse of
these quantities plays a role in the spin-current driven THz emission. Specifically, we
investigate from first-principles the SHE and SREE for thin Pt/3d-metal bilayers, such
as Pt/Ni and Pt/Co, as well as, for comparison, Pt/Cu and Pt/Pt (without symmetry-
breaking at the interface). We furthermore report investigations for the orbital Hall effect
(OHE) and the orbital Rashba-Edelstein effect (OREE) that convert charge current in
an orbital current and an orbital polarization. The influence of these orbital components
on THz emission is as yet unknown. Our atom-resolved calculations determine which of
the effects is largest at the interface and how they contribute to the spin-orbit torque
(SOT) acting on the magnetization of the 3d layer. (UU)
(2) We further study current-induced generation of spin and orbital polarization in the
symmetry-broken antiferromagnets (AFM) CuMnAs and Mn2Au, in the full frequency
range. We find that the OREE gives the largest contribution in these materials. (UU)
(3) Ab initio calculations have furthermore been performed to compute the spin trans-
parency at the Co/Pt interface. These spin transparencies have been employed to de-
velop a simplified model to predict the THz emission from Co/Pt bilayers that can be
compared with the more elaborate superdiffusion model. (CNRS-UMPhy, UU)
(4) Lastly, we report on the electronic properties of bilayer systems that contain layers
of Bi or BiSb to study the interfacial Rashba effect and the influence of topological
interfaces on spin-charge conversion in Co/BiSb bilayers. (CNRS-UMPhy, VSB)

The work performed under (1), (3) and (4) relates to results obtained in, and investiga-
tions currently done in WP1, T1.1. The work performed under (2) relates to tasks T1.3
as well as T2.3. The SOTs calculated under (1) are further relevant for T2.1. The ab
initio calculations further provide input for the modelling under investigation in T3.2.
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I. AB INITIO CALCULATIONS OF CHARGE-SPIN
CONVERSION IN PT/3d-METAL BILAYERS

A. Introduction and Focus

Ultrafast spin currents, generated by pulsed laser ex-
citation in a ferromagnetic layer, can rapidly penetrate
a nonmagnetic layer (Battiato et al., 2012; Eschenlohr
et al., 2013; Kampfrath et al., 2013). In the nonmag-
netic layer the spin current burst is converted in a trans-
verse charge current through spin-to-charge conversion
processes. The resulting short charge current can cause
emission of electromagnetic radiation in the THz regime
through electric dipole emission (Kampfrath et al., 2013).
In the typical case of a bilayer system, consisting of a
ferromagnetic (FM) layer and a heavy-metal (HM) layer,
the spin-to-charge conversion is believed to occur through
the inverse spin Hall effect (SHE) in the heavy-metal
layer. The relation between the charge current jc and
the spin current js is given by jc = γjs×M/|M |, where
γ is the inverse spin Hall angle and M the magnetiza-
tion of the FM layer. The magnitude of the spin Hall
angle is given by θSH = |js|/|jc|, or equivalently, by the
ratio of the off-diagonal spin conductivity to the diagonal
charge conductivity. A route to optimize the THz emis-
sion from the HM layer would thus be to maximize the
spin Hall conductivity for a possibly minimized charge
conductivity.

The spin-to-charge conversion in a FM/HM bilayer is
however a more complex process as the interface can
play a role, too, in the conversion. In presence of spa-
cial symmetry-breaking at an interface, a charge current
causes a local spin polarization at the interface through
the spin Rashba-Edelstein effect (Bychkov and Rashba,
1984; Edelstein, 1990). This effect is different from the
SHE which causes spin accumulation due to nonlocal spin
transport (D’yakonov and Perel’, 1971; Hirsch, 1999). It
has been shown recently that this effect can lead to a
strong THz emission from Fe/Bi and Fe/Ag/Bi layered
structures, where the inverse Rashba-Edelstein effect at
the Bi interface is expected to be responsible for the spin-
to-charge conversion (Jungfleisch et al., 2018; Zhou et al.,
2018). To understand the magnitude and importance
of these two spin-charge conversion effects ab initio cal-
culations are well-suited. A number of first-principles
calculations have been carried out already, primarily fo-
cusing on the SHE in metallic layers (Amin et al., 2018;
Belashchenko et al., 2019; Freimuth et al., 2014; Mah-
fouzi et al., 2020; Stamm et al., 2017; Wang et al., 2016).
While different ab initio calculations for pure Pt do give
comparable results (see Stamm et al. (2017)) much less
is known about the relative size and direction of the SHE
and SREE contributions. It is the aim of this investiga-
tion to provide values for the SHE and SREE obtained
within a unified computational framework.

Both the SHE and SREE are highly relevant as well

for the spin-orbit torque (SOT) which has been shown
to lead to electrically-induced magnetization switching
(Liu et al., 2011, 2012; Miron et al., 2011, 2010). SOT
is typically observed in a HM/FM bilayer film where the
current flows dominantly through the HM and parallel to
the FM layer. In this configuration, reversible magnetiza-
tion switching can be achieved in a very energy efficient
way and, moreover, have read and write currents flow
in distinct directions through the device (Baumgartner
et al., 2017; Fan et al., 2013; Kim et al., 2013; Safeer
et al., 2016). While it is evident from experiments that
the SOT can be used to efficiently reverse the magneti-
zation in the magnetic layer, its microscopic origin is still
to be fully understood. Within s-Nebula, understanding
the SOT is important for spin-based THz detection in
WP2.
Similar to the case of pulsed THz emission, two can-

didates for the SOT have attracted much attention: the
SHE (D’yakonov and Perel’, 1971; Hirsch, 1999) and the
SREE (Edelstein, 1990). Both effects are caused by the
spin-orbit interaction, either in the bulk of the material or
at an interface, yet their microscopic appearance is dras-
tically different. The nonlocal SHE generates the flow of
a transverse spin current to the boundary of the conduct-
ing slab (see Hoffmann (2013); Kato et al. (2004a); Sinova
et al. (2015); and Wunderlich et al. (2005)) where it ex-
erts a torque on the adjacent ferromagnetic layer. The
local SREE (Edelstein, 1990) generates a nonequilibrium
spin polarization at a symmetry-broken interface in the
presence of Rashba spin-orbit coupling (SOC) (Bychkov
and Rashba, 1984). Both effects have been discussed in
the context of SOT switching, in some cases the SHE was
considered as the dominant effect (Liu et al., 2011, 2012)
whereas in other cases the focus was on the SREE (Cic-
carelli et al., 2016; Kim et al., 2013; Miron et al., 2011,
2010). In bilayer structures both effects are present si-
multaneously and will contribute both to the field-like
SOT and damping-like SOT (Amin and Stiles, 2016; Be-
lashchenko et al., 2019; Berger et al., 2018; Freimuth
et al., 2014; Mahfouzi and Kioussis, 2018; Mahfouzi et al.,
2020; Wimmer et al., 2016), yet their relative contribu-
tion remains disputed and continues to be a topic of
contemporary investigations (Du et al., 2020; Fan et al.,
2014; Zhu and Buhrman, 2020) (see also (Manchon et al.,
2019) for a recent review).
The SOT can thus be understood as being due to the

direct charge-to-spin conversion of the SHE and SREE,
whereas the THz emission is based on the inverse pro-
cess, spin-to-charge conversion. Utilizing first-principles
calculations we can thus make a quantitative compari-
son of the two effects and obtain insight in their detailed
microscopic origin.
The SHE and SREE are however not the only mag-

netic effects that can occur. It was discovered theoret-
ically that, in addition to the spin polarization induced
by a current through the SHE, also a nonequilibrium or-
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bital polarization can be induced, which represents an
orbital Hall effect (OHE) (Go et al., 2018; Go and Lee,
2020; Guo et al., 2005; Kontani et al., 2009; Tanaka et al.,
2008). Similarly, the presence of spatial symmetry break-
ing in a material was recently shown to lead to a local
orbital polarization, i.e., an orbital Rashba-Edelstein ef-
fect (OREE) (Salemi et al., 2019). Both the OHE and
OREE are currently only poorly understood, in terms
of their relative magnitudes as well as directions of the
induced orbital torques. So far several first-principles
calculations have been reported for the OHE (Go et al.,
2018; Go and Lee, 2020; Guo et al., 2005; Kontani et al.,
2009; Tanaka et al., 2008). A direct observation of the
induced orbital polarization is yet to be achieved in ex-
periments (see Refs. Stamm et al. (2019) and Xiao et al.
(2020) for recent studies).

In this Section of the deliverable, we employ relativis-
tic density functional theory (DFT) and Kubo linear-
response theory to compute the spin and orbital response
to an external electric field for realistic metallic bilayer
structures in which Pt is chosen as the heavy-metal mate-
rial. Specifically, four different systems are investigated:
a pure Pt system and three Pt/3d-metal bilayer systems,
where the 3d element is Ni, Co or Cu. For these we
compute the spin and orbital conductivity and magneto-
electric (ME) tensors resolved for the individual atomic
layers in the metallic heterostructures, from which we
can quantitatively compare the current-induced local and
nonlocal spin and orbital polarizations.

In the following, we first introduce the theoretical
framework of linear response within DFT and subse-
quently apply our formalism to compute the spin and
orbital responses for the considered bilayer systems, for
various Pt thicknesses. We analyze the spatial symme-
try of the spin response, which is embodied in the spin
ME susceptibility tensor χs, and show how it depends
on the relative direction of the induced spin polariza-
tion δS with respect to the applied electric field E, the
equilibrium magnetization direction M , and the system
geometry. The tensors can be decomposed into odd-
in-M and even-in-M components and thereby provide
insight in the distinct microscopic origins (as SHE and
SREE) of SOT. The relative importance of those ten-
sor contributions strongly depends on the position of the
atomic layer in the slab, and, to a lesser extent, to the
thickness of the Pt slab. We investigate furthermore the
magnetization-direction dependence of the spin responses
and use symmetry relations to keep track of individual
components efficiently. We perform a similar analysis
for the OHE and OREE. Whereas quantities associated
with the SHE, SREE and OREE are spin-orbit induced,
a nonzero OHE is present in the absence of spin-orbit
interaction. Finally, we discuss the relationship between
the components of χS and the SHE/SREE, comparing
their relative magnitude. We find that the induced spin
polarization at the Pt/Ni and Pt/Co interfaces is mainly

due to the SHE, whereas the SREE-like component plays
a bigger role for the top ferromagnetic Ni and Co layers.
The orbital polarization is practically completely due to
the OHE. We compute effective spin-orbit torques on the
magnetic Ni and Co layers and compare our results with
previously reported values.

B. Theory

1. Linear response

The materials are modeled within DFT by the rel-
ativistic Kohn-Sham Hamiltonian as implemented in
WIEN2k (Blaha et al., 2018),

Ĥ0|nk〉= εnk|nk〉 (1)

where Ĥ0 is the relativistic Kohn-Sham Hamiltonian,
|nk〉 the single-electron Kohn-Sham state for band n
at wavevector k and εnk the corresponding eigenen-
ergy. Under the influence of an external perturbation
V̂ =−e r̂ ·E where e is the electron charge, E the exter-
nal electric field and r̂ the position operator, the change
δA in expectation value of a vectorial observable A as-
sociated to vector operator Â, can be expressed within
the linear-response formalism (Freimuth et al., 2014; Guo
et al., 2008; Mahfouzi and Kioussis, 2018; Wimmer et al.,
2016) as

δAi =
∑

j=x,y,z
χAij Ej . (2)

The response χAij is expressed in terms of solutions of
Ĥ0,

χAij =− ie

me

∫
Ω

dk

Ω
∑
n6=m

fnk−fmk

~ωnmk

Aimnk p
j
nmk

−ωnmk + iτ−1
inter

− ie

me

∫
Ω

dk

Ω
∑
n

∂fnk
∂ε

Ainnk p
j
nnk

iτ−1
intra

.

(3)

with me the mass of the electron, fnk the occupation
of Kohn-Sham state |nk〉, Ω the Brillouin-zone volume,
pjnmk the p̂j momentum-operator matrix element, Aimnk
the Âi-operator matrix element and ~ωnmk = εnk− εmk,
the difference of Kohn-Sham eigenergies. As discussed
below, we use for Â the spin and orbital angular mo-
mentum operators, Ŝ and L̂, as well as the the spin and
orbital current-density operators, ĴS and ĴL. The quan-
tity τinter (τintra) is the electronic lifetime for inter (intra)
band transitions. In this work, τinter and τintra are set to
~τ−1

inter = 0.272 eV and ~τ−1
intra = 0.220 eV. Those values

have been determined by comparing linear-response cal-
culations to experimental conductivity data for Pt thin
films (Stamm et al., 2017).
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2. Angular momentum and flow of angular momentum

The induced angular momentum is composed of a spin
and orbital contribution. Let us first focus on the spin
part.

The spin operator Ŝ and spin-density current operator
ĴSk can be defined as

Ŝ = ~
2

(
σ̂x, σ̂y, σ̂z

)
, (4)

ĴSk = {Ŝk, p̂}2meV
, (5)

where σ̂x, σ̂y, and σ̂z are the Pauli matrices, {. , .} de-
notes the anti-commutator, V is a reference volume and
k (k= x,y,z) an index specifying the direction of the spin
polarization carried by the spin-current density. In this
work, V refers to the individual atomic spheres, allowing
us to compute atom-projected quantities (see Appendix
A for details).

Using the linear-response formalism, we can compute
the out-of-equilibrium electrically induced spin angular
momentum δS as well as the induced spin-current density
JSk , using

δS = χS E , (6)
JSk = σSk E , (7)

where χS is the spin ME susceptibility tensor and σSk
the spin conductivity tensor. Both χS and σSk are real
2nd-rank tensors, but note that, due to the spin com-
ponent dependence, the spin conductivity tensor can be
associated with a 3rd-rank tensor, σS .

Analogous quantities can be straightforwardly defined
for the orbital angular momentum L̂. Thus, we can de-
fine the orbital ME susceptibility tensor χL and orbital
conductivity tensor σLk ,

δL= χL E , (8)
JLk = σLk E , (9)

where δL is the out-of-equilibrium electrically induced
orbital angular momentum and JLk the induced orbital
current density.

It is important to understand that the induced spin δS
(orbital δL) polarization and spin flow JS (orbital flow
JL) are correlated quantities. Just like the charge den-
sity and charge-density current, they are linked through
the continuity equation. As our simulation cell is pe-
riodic in the in-plane x, y directions, in-plane flow of
spin (orbital) current cannot lead to net spin (orbital)
accumulation. Hence, an occurring nonzero δSk (δLk)
can only be related to the spin (orbital) current density
flowing along the symmetry-broken direction, i.e., to JSkz
(JLkz ). In terms of response tensors, this translates into

the relationship

χ
S(L)
kj ←→ σ

Sk(Lk)
zj , (10)

with j denoting the direction of the electric field E. This
association between χ

S(L)
kj and σ

Sk(Lk)
zj will be exten-

sively used in this paper as it offers insight, e.g. in how
the SOT is related to spin and to spin currents.

3. Computational methodology

The bilayer structures that are studied here consist of
several Pt monoatomic layers that are covered with two
monoatomic layers of the 3d elements Ni, Co or Cu (see
Fig. 1). For comparison, we also study the pure Pt sys-
tem, where the top two monolayers consist of Pt. The
nomenclature used in this deliverable is the following:
we denote our systems by nPt/2Y where n is the total
number of Pt monolayers and Y is either Ni, Co, Cu or
Pt. The minimum total number of Pt monolayers used
in our calculations is 2 while the maximum is 18 (de-
noted as 16Pt/2Pt). The maximum thickness achieved
is then ∼3.2 nm. The direction normal to the interfaces
is taken as the z axis. The monoatomic layers are labeled
from z = 1 for the Pt monoatomic layer at the interface
with vacuum (leftmost layer in Fig. 1) to z = n+ 2 for
the Y monoatomic layer at the interface with vacuum
(rightmost layer in Fig. 1). Particular positions can be
identified, like z = n for the Pt monoatomic layer at the
Pt/Y interface and z = n+1 for the Y monoatomic layer
at the Pt/Y interface.

To compute the spin and orbital susceptibility and con-
ductivity tensors, we use the following three-step proce-
dure.

1. The cell parameters and atomic positions of the
heterostructures are fully relaxed with the DFT
package SIESTA (Soler et al., 2002).

2. Using the relaxed atomic positions, the ground-
state Kohn-Sham wavefunctions and energies are
selfconsistently computed with the accurate full-
potential, all-electron DFT package WIEN2k
(Blaha et al., 2018).

3. Using the relativistic Kohn-Sham wavefunctions
and energies, we compute the response tensors de-
fined by Eq. (3).

As the DFT packages used employ full 3D periodic
boundary conditions, all heterostructures contain 20 Å of
vacuum to avoid spurious interactions with neighboring
simulation cells.
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Y17

Y18

uz

HM (Pt) 3d

FIG. 1 Schematic of a typical system studied in this work,
a nPt/2Y bilayer. There are n (= 16, here) monolayers of
Pt heavy metal (HM) capped by two Y monolayers, where
Y is Ni, Co, or nonmagnetic Cu or Pt. The z axis is taken
normal to the slab, with unit vector uz . Each atomic plane
is numbered with an index, where index 1 refers to the Pt
atomic-layer interfaced with vacuum, n to the Pt atomic-layer
interfaced with the 3d element in layer n+1, and n+2 labels
the top layer at the vacuum interface.

4. Symmetry considerations

Before presenting calculated results it is instructive to
consider the symmetry of the spin and orbital ME ten-
sors. We start with considering the case where the equi-
librium magnetization M is out-of-plane, i.e., M ‖ uz.
In this case, the computed χS tensor can be written as

χS =


χSxx χSxy 0

χSyx χSyy 0

0 0 χSzz

 [M ‖ uz], (11)

where furthermore χSxy = −χSyx and χSxx = χSyy 6= χSzz.
With M out-of-plane, the system exhibits an in-plane
x/y spatial symmetry, which is fully recovered in our cal-
culations. The χS tensor can be further decomposed into
an odd-in-M and even-in-M component,

χS(M) = χSo (M) +χSe (M), (12)

with specifically,

χSe =

 0 χSxy 0
χSyx 0 0
0 0 0

 , (13a)

χo =

χSxx 0
0 χSyy 0
0 0 χSzz

 . (13b)

A nonzero odd-in-M part can obviously not exist for
nonmagnetic systems (nPt/2Pt and nPt/2Cu), which is
as well recovered in our calculations. The spin response is
highly dependent on the magnetization direction. Setting
the magnetization in plane, M ‖ ux, the χS tensor can

be written as

χS =


0 χSxy χSxz

χSyx 0 0

χSzx 0 0

 [M ‖ ux], (14)

clearly showing difference with the M ‖ uz case. Now
the χxy, χyx elements are even-in-M and the χxz, χzx
elements odd-in-M . At this point we can furthermore
mention already that the orbital χL tensor has the same
nonzero elements with the same M parity.
Next, depending on the relative orientation of the in-

duced spin polarization δS with respect to (1) the applied
electric field E, (2) the normal direction uz and (3) the
equilibrium magnetization vectorM , the components of
the ME susceptibility χS can be classified according to
three categories:

• E-transverse components (E⊥):

δS ∝E×uz, (15)

• M -transverse components (M⊥):

δS ∝ (E×uz)×M , (16)

• M -longitudinal component (M‖):

δS ∝M when E ∝ uz. (17)

For M ‖ uz, we can directly associate these three cat-
egories with tensor elements: χSxy and χSyx are the E⊥
components, χSxx and χSyy are the M⊥ components, and
χSzz provides theM‖ component. A similar classification
can be carried out for the case where M ‖ ux. The clas-
sification and symmetry relations for the two considered
magnetization directions are summarized for convenience
in Table I. This classification will prove handy later on
when we look at the magnetization direction dependence
of χS , allowing us to map adequately the M ‖ uz and
M ‖ ux cases on to each other.

C. Results

1. Spin response

a. Magnetization out-of-plane. We start with the case
where M ‖ uz. It is instructive to consider first
the thickest heterostructures, i.e., 16Pt/2Ni, 16Pt/2Co,
16Pt/2Cu, and 16Pt/2Pt. In Figs. 2(a), (b), and (c)
we show the computed atomic layer-resolved profiles of
the aforementioned nonzero components of χS . As dis-
cussed earlier [see Eq. (10)], we can associate correspond-
ing components of the spin conductivity tensor: σSxzy and
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FIG. 2 Computed atomic layer-resolved nonzero components of the spin ME susceptibility χS and spin conductivity σS of
the 16Pt/2Y structures. (a) The E-transverse component χSyx, (b) M -transverse component χSxx, and (c) M -longitudinal
component χSzz . The corresponding components of the spin conductivity tensor are given as (d) E-transverse σSy

zx , (e) M -
transverse σSx

zx , and (f) M -longitudinal σSz
zz . The E-transverse components can be associated with SHE. The M -transverse

components are nonzero only for magnetic systems (16Pt/2Ni and 16Pt/2Co) and in the vicinity of the interface, suggesting
that those components arises from the Rashba spin-splitting of the electronic states and can thus be associated with the SREE.
The M -longitudinal components are discussed in the text. See Fig. 1 for the numbering of the atomic layers.

TABLE I The E-transverse (E⊥), M -transverse (M⊥), and
M -longitudinal (M‖) components of the χ tensor forM ‖uz
and M ‖ ux. Each row summarizes the equivalency of the χ
components for the two magnetization directions. The spatial
symmetry relations as well as the symmetry with respect to
M are also provided.

M ‖ uz M ‖ ux Symmetry M -symmetry

E⊥ χxy/yx χxy/yx δS ∝E×uz M -even

M⊥ χxx/yy χzx δS ∝ (E×uz)×M M -odd

M‖ χzz χxz δS ∝M , E ∝ uz M -odd

σ
Sy
zx , respectively, to χSxy and χSyx, σSxzx and σSyzy , respec-

tively, to χSxx and χSyy, and σSzzz to χSzz. These spin con-
ductivity elements are shown in Figs. 2(d), (e), and (f),
respectively.

In all cases, we observe that the response of the Pt
atomic-layer at the vacuum interface (z = 1) is virtu-
ally independent on the type of Y atom used, suggesting
that these systems are thick enough to be able to isolate

the Pt/3d-interface properties. The inclusion of the two
monoatomic layers of 3d elements mainly impacts the χS
and σS profiles close to their interface.
For the E-transverse components (Figs. 2(a) and (d)),

both χS and σS are qualitatively barely impacted by the
replacement of the two last Pt atomic monolayers by two
3d atomic monolayers. The profile of σSyzx is in all cases
mostly defined by a plateau in the center of the Pt layer.
The spin-accumulation profile across the bilayer struc-
ture, as expressed by χSxy/χSyx, resembles strongly the
type of spin accumulation that is expected from trans-
verse spin flow due to the SHE (Stamm et al., 2017;
Zhang, 2000). Note that the accumulated spin moment
is given by δM =−2(µB/~)δS, with µB the Bohr magne-
ton. The specific component of σS is also the one iden-
tified as responsible for the SHE in Pt-bulk calculations.
Reversing the magnetization of the Ni and Co layers from
+uz to −uz in the calculations does not have a notable
effect on the spin-accumulation given by χSyx. This even-
in-M symmetry is also in accordance with the magne-
tization independence of the SHE. Thus, these features
strongly suggest that the E⊥ components are transport-
driven and we therefore associate them to the SHE.
We further note that there is a small spin accumulation
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on the Pt-side of the Pt/Cu interface as well as a reduc-
tion of the spin accumulation in the top Cu monolayers,
as compared to pure Pt (Fig. 2(a)). This illustrates a
reduced spin transparency at the Pt/Cu interface. For
16Pt/2Ni and 16Pt/2Co one can in addition observe that
a spin depolarization or spin loss occurs in the two ferro-
magnetic layers, as has been discussed in Refs. Dolui and
Nikolić (2017); Kurt et al. (2003); Nguyen et al. (2014);
Rojas-Sánchez et al. (2014); and Tao et al. (2018).

For theM -transverse components (Figs. 2(b) and (e)),
it is evident that sizable values are only obtained close to
the interface with Co and Ni, both for χS and σS . Re-
markably, while the E⊥ and M⊥ components are com-
parable in size close to the interface, their features differ
greatly: (1) there is no bulk-like behavior for σSyzy /σSxzx ,
(2) those components are non-existent in bulk Pt, and
(3) they are magnetization and magnetization direction
dependent. Specifically, although there is a symmetry
breaking at the Pt/Cu interface, no spin polarization
is induced. These differences strongly suggest that the
M -transverse components are not related to spin trans-
port from the bulk of the Pt layer to the interface, but

rather to spin polarization generated at the spin-split in-
terface. We therefore associate this component to the
SREE. We note that our DFT Hamiltonian contains the
full form of the spin-orbit interaction and is thus dif-
ferent from the more elementary Bychkov-Rashba SOC
(Bychkov and Rashba, 1984), but it contains all materi-
als’ specific SOC effects.
The M -transverse component is maximal for the Co

and Ni atomic layers, but then it decays into the Pt film
within ∼ 8 atomic layers. Our calculation is consistent
with that of Tokatly et al. (2015) who used a jelium
model to study the SREE induced magnetization den-
sity in a Au slab.
The SHE leads to a spin accumulation in the E-

transverse direction that will exert a torque on the static
magnetization m0 of the ferromagnetic layers, m0× δS,
acting here in the x direction, parallel to the electric field.
The SREE, conversely, generates a spin polarization near
the Pt/3d-metal interface in the direction of the E field,
leading to a SOT exerted in theE⊥ direction, i.e., normal
to the SOT due to the SHE.
The M -longitudinal components, shown in Figs. 2(c)
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and (f), are a bit peculiar in the sense that they are
not directly SOT-related (the usual SOT configuration
does not involve out-of-plane electrical fields and, also,
no torque is generated by a spin accumulation parallel
to the static moment). Though such components can
be obtained via symmetry analysis (see Železný et al.
(2017)), they haven’t been, to the best of our knowledge,
investigated so far. Nonetheless, as will be clarified fur-
ther below, this effect is due to the spin-orbit interaction.
Here, an electric field applied parallel to the out-of-plane
magnetization causes a sign-changing spin polarization
along M in the ∼5 topmost monolayers. This is clearly
a magnetic effect, as it does not exist for the nonmag-
netic systems. The spin conductivity σSzzz shows a de-
caying behavior from z = 16 to z = 1, but this decay is
slower than that of the equilibrium spin magnetization
in the systems. Also, similar to the M -transverse com-
ponent, no “bulk-like” behavior is observed, suggesting
that the underlying mechanism of out-of-equilibrium spin
generation is not linked to a SHE-induced spin transport.
A possible way of observing this previously unidentified
SOC-induced effect could be achieved by gating the fer-
romagnetic layer from the top and monitor a change of
its magnetization.

So far, we focused on the components of the spin con-
ductivity tensor giving rise to spin currents flowing along
uz. While those components are the ones that should be
of interest for understanding SOT in bilayer structures,
other nonzero components can be observed, as well. For
a magnetic system, we find that σS can generally be
written as

σSx =


0 0 σSxxz

0 0 σSxyz

σSxzx σSxzy 0

 ,

σSy =


0 0 σ

Sy
xz

0 0 σ
Sy
yz

σ
Sy
zx σ

Sy
zy 0

 , (18)

σSz =


σSzxx σSzxy 0

σSzyx σSzyy 0

0 0 σSzzz

 .
For a nonmagnetic system, σSxzx , σ

Sy
zy , and σSzzz vanish.

The components associated to the SHE, i.e., σ
Sk
ij ,

where the indices are such that εijk 6= 0 (εijk is the Levi-
Civita symbol), are nonzero in all cases. However, while
in cubic systems like bulk Pt they are all equal in mag-
nitude, here, because of the symmetry breaking with re-
spect to the z axis, the tensor elements are not invariant

under exchange of z and x or y indices.
The components σSxzx , σ

Sy
zy , and σSzzz , shown in Fig. 2,

are the only odd-in-M components and therefore exists
only for magnetic systems. Remarkably, the components
σSxxz , σ

Sy
yz , σSzxx, and σSzyy are even-in-M and thus exist for

nonmagnetic systems. Those components emerge from
the 2D character of our broken-symmetry systems. How-
ever, as discuss earlier, they do not contribute to the
spin-orbit torque as they involve in-plane flow of spin
angular momentum.

b. Pt-thickness dependence. As a next step, we investi-
gate the Pt layer thickness dependence of the E⊥, M⊥,
and M‖ components of χS . The number of Pt mono-
layers for our nPt/2Y systems is varied from n = 2 (Pt
thickness ∼ 0.38 nm) to n= 16 (Pt thickness ∼ 3.08 nm).
Figure 3 shows the computed Pt-thickness dependence
where each column of the figure focuses on one particular
atomic monolayer, with, from left to right, the Pt mono-
layer at the Pt/Y interface, the Y monolayer at the Pt/Y
interface, and the Y atomic monolayer at the Y /vacuum
interface. Each row focuses on one particular component,
namely, from top to bottom, the E⊥,M⊥, andM‖ com-
ponents. The values of the tensor elements that give rise
to the SOT, the E⊥ and M⊥ components, barely fluc-
tuate beyond n = 8 (Pt thickness ≥ 1.54 nm). Thus,
both the SHE-driven and SREE-driven induced spin po-
larizations approach their maximum values already for
relatively thin bilayers.

For the E⊥ components, in the case of pure Pt
(nPt/2Pt), χSyx tends to increase the closer we come to
the last layer, which is typically what we would expect
from a SHE-generated spin accumulation profile. When
the two last layers are replaced by a magnetic element
(Y = Co or Ni) drastic changes occur. First, we observe
that χSyx is bigger for the 3d monolayer closer to the Pt
layer than for the second Y layer, which can be inter-
preted as loss of the Pt generated spin accumulation in
the Y layer. Second, at a fixed position, χSyx is bigger for
Y = Ni than Y = Co.

For the M⊥ components, representing the SREE re-
sponse, the χSxx for the Pt monolayer at the Pt/Y in-
terface (Fig. 3(d)) is virtually identical for Y = Ni or
Co and for all Pt thicknesses considered, supporting that
this is an interface-dominated effect. In the first and sec-
ond magnetic monolayer (Figs. 3(e)) and (f)) the χSxx is,
in both cases, bigger for Y = Ni than Y = Co, predict-
ing thus a larger induced Rashba-type spin polarization
on Ni than on Co. The bottom row, lastly, shows the
M -longitudinal spin accumulation. Also here, we obtain
that a larger magnitude of χSzz is generated for Y = Ni.

c. Magnetization-direction dependence. The spin response
is highly dependent on the magnetization direction. Set-
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can be written as

χS =


0 χSxy χSxz

χSyx 0 0

χSzx 0 0

 , (19)
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clearly being different from the M ‖ uz case (see Eq.
(11)).

Using the symmetry relations defined in Eqs. (15),
(16), and (17), we can easily track how individual ten-
sor components are transformed when theM direction is
changed. The transformation relations between the two
cases, as well as the symmetry relations, are summarized
for convenience in Table I.

To simplify our discussion, we use the superscript uz
(ux) when discussing quantities computed with M ‖ uz
(M ‖ ux). In Fig. 4 and Fig. 5 we show χS and σS ,
respectively, for 6Pt/2Ni, both for M ‖ ux and M ‖ ux.
It is crucial to understand that we discuss the equivalence
of components as quantitative differences may appear.

The pair χS,uzxy /χS,uxxy , shown in Fig. 4(a), differs the
most, especially close to the Pt/Ni interface. This is
the component that is driven by the SHE-generated spin
current; the difference can be explained as follows. The
polarization of the spin current generated by σSx,uxzy is
parallel toM while it is perpendicular toM for σSx,uzzy .
We should therefore expect a drastic change in spin trans-
parency and the spin conductivities σSx,uxzy / σSx,uzzy of the
Pt/Ni interface (see Fig. 5(a)). The spin transparency of
a ferromagnetic layer is typically small for a perpendic-
ular spin direction (Ghosh et al., 2012). Moreover, this
observation also explains why no difference is observed
for the pair χS,uzyx /χS,uxyx : the polarization of the spin
current generated by σSy,uxzx is perpendicular to M , just
like for σSy,uzzx . The same behavior can be observed for
the two related spin conductivities σSy,uxzx and σSy,uzzx in
Fig. 5(b).

As mentioned before, the spin-conductivity elements
σ
Sk
ij are nonzero for indices such that εijk 6= 0. The inter-

change of two of the indices leads then to a sign change,
as can be observed for the components shown in Figs.
5(a) and (b).

While the mapping for the E⊥ components forM ‖uz
and M ‖ ux is trivial, the practicality of the symmetry
relations appears when one considers M⊥ and M‖. In-
deed, the mapping using symmetry relations allows us to
pick up a possible sign reversal. As displayed in Fig. 4(c),
the M⊥ components are equal in magnitude but oppo-
site in sign. Using the symmetry relations, one finds for
the corresponding tensor components

χuz
xx → δS ∝ (ux×uz)×uz =−ux ,

while for M ‖ ux we have,

χux
zx → δS ∝ (ux×uz)×ux = +uz ,

which perfectly captures the sign reversal. The deviation
for the M -transverse conductivity components in Fig.
5(c) appears as somewhat larger, but note that the ab-
solute values of the conductivities are ten times smaller.
Lastly, theM -longitudinal χS and σSzz components obey

the mapping properties quite well, see Figs. 4(d) and
5(d). Note that these “hidden" tensor components re-
main hidden when M is rotated from uz to ux.

2. Orbital response

a. Dependence on magnetization direction. A similar anal-
ysis can be performed for the orbital response, both in
terms of χL and σL. While similarities are observed,
unique characteristic can be observed, too, for χL and
σL. We show in Fig. 6 the calculated layer-resolved or-
bital ME susceptibilities χL and orbital conductivities
σL for the 16Pt/2Y systems, similar to the spin coun-
terparts shown in Fig. 2.

The layer-resolved results, shown in Fig. 6, reveal that,
just like for the spin, the E-transverse component re-
sembles strongly the transport-induced accumulation of
orbital angular momentum. Therefore, we identify this
component as being due to the OHE. Notwithstanding
the analogy to the spin response, the overall shapes of
χLyx and σ

Ly
zx show distinct features when compared to

their spin counterparts. The overall shape the χLyx pro-
file is considerably less smooth and the flat plateau for
σ
Ly
zx in the center of the Pt layer is far more extended.

Notably, considering the values obtained, we obtain a
huge orbital response χLyx, roughly one order of magni-
tude larger than the spin counterpart. This finding is
consistent with previous calculations of the OHE in bulk
metals, which obtained an intrinsic OHE that is much
larger than the SHE (Jo et al., 2018; Kontani et al., 2009;
Tanaka et al., 2008).

A further distinction with respect to the spin response
is the extended flat area of σLyzx /σLxzy in the interior of
the Pt layer where the orbital susceptibility, and thus
the local accumulated orbital polarization, vanishes.

When it comes to the relative magnitude of the differ-
ent contributions, also strikingly differences compared to
the spin response can be observed. Here, the response
at the interface is dominated by the E-transverse com-
ponent. Since we associate this component, as before,
to transport and therefore to the OHE, our calculations
show how gigantic the contribution from the OHE is.
The M -transverse and M -longitudinal orbital ME sus-
ceptibilities (Figs. 6(b) and (c)), are an order of mag-
nitude smaller. Again, it is evident that the latter two
orbital susceptibilities have a purely magnetic origin as
they vanish for the nonmagnetic systems and are fur-
thermore caused by the breaking of inversion symmetry.
Similarly to the case of the spin angular momentum, we
identify the M -transverse component χLxx therefore as
being due to the OREE. The nonequilibrium orbital po-
larizations induced by the OHE and the OREE are per-
pendicular to one another, just as we found for the SHE
and SREE. However, as the OHE is much larger than the
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ventionally defined for bulk Pt. The M -transverse components are nonzero only for the magnetic systems (16Pt/2Ni and
16Pt/2Co) and are associated with the OREE. The M -longitudinal components also arise from the spin polarization of the
electronic states.

OREE, the induced orbital angular momentum will be
dominantly due to nonlocal flow and not to generation at
the symmetry-broken interface. A further significant dif-
ference between the spin and orbital ME susceptibilities
is the rapid variation of the orbital ME susceptibilities in
the last few layers of the Pt/Y interface. While the χSyx
(SHE) component has positive values for the monolay-
ers in the vicinity of the interface (Fig. 2(a)), the orbital
counterpart exhibits a sign change for the two topmost
layers. This implies that any resulting orbital torque on
the static moments in these layers will also point in op-
posite directions. A similar behavior can be observed for
the M -transverse components, χSxx and χLxx. The un-
usual M -longitudinal components exist, too, for the or-
bital ME susceptibility and conductivity, Figs. 6(c) and
(f), but these quantities are much smaller than their spin
counterparts.

Pt-layer thicknesses of about 8 monolayers provide sta-
ble values for the OH and OREE components of the the
orbital ME susceptibilities.

The dependence of the orbital response χL on the mag-
netization direction shows similarities with the spin re-
sponse χS , as the nonzero components are the same for
both cases. However, while the pair χS,uzxy /χS,uxxy differs

close to the Pt/Ni interface, we find that χL,uzxy /χL,uxxy

are virtually identical. This indicates a different, much
smaller, dependence of orbital transport on the magneti-
zation direction at an interface. Currently, orbital trans-
port at interfaces is only poorly understood, and first
measurements are being made (Ding et al., 2020; Kim
et al., 2020). Our calculations indicate that orbital trans-
parency at the interface is not really affected by the mag-
netization direction.

b. Dependence on spin-orbit coupling. To investigate the
dependence of the spin and orbital ME susceptibilities
and conductivities we can vary the the strength of the
spin-orbit coupling in the calculations. To do this, we
artificially introduce a SOC scaling parameter α in the
DFT calculations such that Ĥ0 can be written as Ĥ0 =
Ĥsc +αĤsoc where Ĥsc is the scalar-relativistic part of
the Hamiltonian and Ĥsoc the SOC part. Doing so, we
find that the Ĥsoc term is necessary in order to observe
a nonzero spin ME susceptibility and spin conductivity,
i.e., setting α = 0 gives us χS = 0 and σ

Sk
ij = 0, with

indices such that εijk 6= 0. Thus, these spin quantities
are completely induced by the SOC. For χL, the story is
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E⊥ component of the orbital ME susceptibility (b) exists even
without SOC.

quite different. When α is set to zero, χLxy and χLxy, as
well as their associated σL components, are present and
actually no really affected by the modified SOC strength,
a feature of the OHE that has been noted before (Kontani
et al., 2009; Tanaka et al., 2008).

In Fig. 7 we show comprehensive results for the layer-
resolved profile of χSxy and χLxy for 6Pt/2Ni, computed for
α = 0, 0.1, 0.5, and 1, with α = 1 corresponding to the
intrinsic SOC strength. It is evident from Fig. 7(a) that
spin ME susceptibility is a pure SOC effect that scales
linearly with the SOC. The situation is different for the
orbital ME susceptibility, which exhibits practically no
dependence on the SOC strength, see Fig. 7(b). For all
other spin and orbital susceptibility components, as well
as their related spin and orbital conductivity tensors, we
find that these scale with the size of the SOC, i.e., these
are quantities induced by the SOC.

D. Discussion

1. Spin-orbit torque

Freimuth et al. (2015) evaluated directly the SOT us-
ing a different approach to the perturbative framework.
While our computational method differs from theirs, we
can evaluate the SOT T SOT in a similar fashion. The

torque T SOT is defined as

T SOT =m0×BSOT , (20)

where m0 = −2(µB/~)S0 is the equilibrium magnetiza-
tion of spin angular momentum S0 in an atomic layer,
and BSOT the electrically-induced effective SOT mag-
netic field. We can evaluate BSOT as

BSOT ≈
δS

|S0|
〈V ↓KS−V

↑
KS〉

2µB
, (21)

where δS is the induced spin angular momentum and
V ↓KS (V ↑KS) the Kohn-Sham effective potential for minor-
ity (majority) spin electrons. The SOT effective magnetic
field BSOT can also be written as

BSOT =
〈V ↓KS−V

↑
KS〉

2µB |S0|
χS︸ ︷︷ ︸

χSOT

E, (22)

where we define χSOT as the SOT spin susceptibility
tensor in units of [TmV−1]. Since our computational
approach involves quantities evaluated for each atomic
site, we can access a layer-resolved BSOT.
For the thickest magnetic systems, 16Pt/2Co and

16Pt/2Ni, we find that the SHE-driven E⊥ contribution
to the SOT at the first (second) layer of Ni is 0.0032
(0.0020) mTcmV−1 and 0.0019 (0.0007) mTcmV−1 for
Co. For the SREE-driven M⊥ contribution, we find
0.0020 (0.0030) mTcmV−1 for the first (second) layer
of Ni and 0.0019 (0.0020) mTcmV−1 the first (second)
layer of Co. These values are smaller than, but consistent
with, those obtained by Freimuth et al. (2014), because
they used a much smaller broadening of electronic states.
It is in principle possible to compute in a similar way

values for the torque due to the orbital susceptibility.
Although the torque value one could obtain through the
OHE might seem large, the induced orbital polarization
can only couple to the static magnetic spin moment m0
via SOC, which puts it back on the same footing as the
SOT due to current-induced spin polarization. It remains
thus a question for future studies how important the or-
bital torque is. Currently, theoretical efforts are devoted
to predicting the orbital torque (Go et al., 2020; Go and
Lee, 2020) and experimental efforts are being devoted to
detecting the orbital torque and disentangling it from the
spin torque (Chen et al., 2018; Tazaki et al., 2020).

2. Relative size of Hall and Rashba-Edelstein coefficients

Associating the SHE (OHE) to the E⊥ components of
χS (χL) and the SREE (OREE) to theM⊥ components,
we quantify the relative importance of the two effect by
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χSyx to the total (vectorial summed) SHE and SREE (χSxx)
components as function of Pt layer thickness. (a) The ratio
at the Pt atom at the Pt/Y interface, (b) the ratio at the Y
atom at the Pt/Y interface, and (c) at the Y atom at the
Y /vacuum interface.

computing the ratio

|χS(L)
xy |2

|χS(L)
xy |2 + |χS(L)

xx |2
· 100% (23)

A value of > 50% (< 50%) would then refer to an SHE
dominated (SREE dominated) origin of the torque. The
square exponent accounts for the fact that we are com-
paring vectorial quantities. Note that |χS(L)

xx | should be
replaced by |χS(L)

zx | for M ‖ ux.
The calculated Pt-thickness dependence of this ratio

for the SHE and SREE is displayed in Fig. 8. There
is virtually no change for the computed ratio for Pt

layer thicknesses beyond eight Pt monolayers. For the
Pt monolayer at the Pt/Y interface, the induced torque
is to 90% composed of the SHE component, see Fig. 8(a).
For the Y monolayer at the Pt/Y interface, the torque
consists for ∼ 75% of the SHE component for Y = Ni
and ∼ 50% for Y = Co (Fig. 8(b)). For the Y monolayer
at the Y /vacuum interface, the torque consist for ∼ 30%
of the SHE component for Y = Ni and ∼ 10% for Y =
Co (Fig. 8(c)). This suggests that the Pt/Ni interface
is more transparent to spin currents from the Pt than
the Pt/Co interface, consistent with the better match-
ing electronic structures of isoelectronic fcc Ni and Pt.
Thus, the THz emission from Ni/Pt could be larger as
well. On the other hand, the moment of Co is larger than
that of Ni, and thus the superdiffusive spin current gen-
erated by demagnetization of Co can be larger than that
generated in Ni. The torques resulting from the induced
spin polarization on the two ferromagnetic Y monolay-
ers will be the most important ones for the magnetiza-
tion switching. The torque on the ferromagnetic layer
at the vacuum interface is thus dominated by the SREE,
whereas the torque at the ferromagnetic layer adjacent to
the Pt layer has a larger contribution from the SHE. As
the relative contribution of the E⊥ andM⊥ components
differs in both 3d monolayers, the direction of the to-
tal torque per monolayer will be different for each of the
two Y monolayers. Any resulting layer-resolved torque
can, as customary done, be decomposed in a fieldlike
component, ∝m0× δS, and a dampinglike component,
∝m0× (m0× δS). The calculated atomic-layer specific
torques are ideally suited to investigate current-driven
magnetization switching dynamics using atom-specific
Landau-Lifshitz-Gilbert spin-dynamics simulations (see
e.g. Evans et al. (2014); Jungfleisch et al. (2017); and
Nowak (2007)). Such simulations would provide insight
in how the magnetization of the ferromagnetic layers re-
verses and even allow for a dependence of the torques on
the magnetization direction.
An equivalent ratio can be computed for the OHE and

the OREE. However, for the orbital case this ratio is of
the order of 99% as it is completely dominated by the
OHE-driven component which is much larger than the
OREE-driven one (and therefore not shown explicitly).

E. Summary

We have employed first-principles calculations to inves-
tigate the electric-field induced spin and orbital magneto-
electric susceptibility and the spin and orbital conductiv-
ity of heavy-metal/3d-metal bilayer structures. For each
orientation of the 3d magnetization and the applied elec-
tric field we have shown that the susceptibility tensor and
its associated conductivity tensor can be uniquely de-
composed in components depending on the spatial sym-
metries, i.e., transverse electric E⊥, transverse magnetic
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M⊥, and longitudinal magnetic componentsM‖, as well
as the magnetic symmetries (odd-in-M and even-in-M ,
respectively). Our atomic-layer specific calculations of
the tensors show that all components are highly depen-
dent on the position of the atomic layer in the considered
heterostructure.

Analyzing the properties of the computed ME sus-
ceptibilities, we have identified the even-in-M , E⊥-
components of χS as spin accumulation associated with
the SHE and the odd-in-M , M⊥-components associ-
ated with the SREE. Extending the calculations to field-
induced orbital polarization, we have performed a similar
analysis and decomposition for the orbital susceptibility
tensor χL and orbital conductivity, σL. We have ana-
lyzed the relative importance of the different spin and
orbital contributions as a function of Pt thickness. Both
the SHE-driven and SREE-driven out-of-equilibrium spin
responses lead to atomic-layer dependent SOTs that are
of the same order of magnitude, but act in perpendicular
directions. We find that the spin accumulation due to
the SHE is largest for the Pt layer at the Pt/3d-metal in-
terface. The SREE is larger at the 3d-vacuum interface.
Our calculations show that both effects should be consid-
ered together when analyzing current-induced spin polar-
ization in heavy-metal/ferromagnetic bilayer systems.

For the electric-field induced orbital polarization we
find that the orbital susceptibility and conductivity com-
ponents corresponding to the OHE are always much
larger (∼ 10×) than those corresponding to the OREE,
as the OHE is barely dependent on SOC. Although the
OHE is sizable, it can however only couple to the equi-
librium spin moment via SOC.

Our calculations show furthermore that there exists as
well an electric-field induced spin and orbital polarization
along the magnetization direction. This previously un-
observed spin-orbit effect does not exert a torque on the
static magnetization. We propose that it could be pos-
sible to observe this M -longitudinal effect in sensitive
magneto-optical Kerr effect measurements (cf. Stamm
et al. (2017)).

When the magnetization direction changes, the spin
and orbital responses also change. We have shown that
the magnetization direction does have a strong influence
on the spin and orbital responses, but that it is possible
to track the evolution of the individual components us-
ing simple, but robust, symmetry relations. This should
aid the investigation of SOT magnetization switching us-
ing atom-specific Landau-Lifshitz-Gilbert spin-dynamics
simulations.

II. SPIN AND ORBITAL RASHBA-EDELSTEIN
COEFFICIENTS OF NONCENTROSYMMETRIC
CUMNAS AND MN2AU

A. Introductory remarks

AFM SOT-based electrical detection of THz radiation
is in the focus of WP2, specifically, in T2.2 and T2.3.
Among the AFM materials of choice are the noncen-
trosymmetric metallic AFMs CuMnAs and Mn2Au. The
SOT in these materials is quite special. Since CuMnAs
and Mn2Au do not have a spacial center of inversion in
their AFM structure, it has been proposed that there ex-
ists a staggered SOT on the AFM moments that is due to
the Rashba-Edelstein effect (Wadley et al., 2016; Železný
et al., 2014). This staggered SOT is as yet only poorly
understood. To obtain a better understanding of how
spin accumulation due to the REE can lead to a SOT,
we have performed detailed ab initio calculations of the
REE in these materials. In addition we investigate this
charge-to-spin conversion in the full frequency domain.
The results of the investigation were published recently
(Salemi et al., 2019).
Although previously disregarded, AFMs have recently

emerged as appealing candidate materials for informa-
tion processing devices since they offer various advan-
tages (Baltz et al., 2018; Jungwirth et al., 2016; Němec
et al., 2018). Specifically, AFMs are robust against ex-
ternal magnetic field perturbations, they are available as
insulators, semiconductors and metals, allowing thus for
versatile environment integration, and they often have a
high Néel temperature (Barthem et al., 2013; Máca et al.,
2012; Yamaoka, 1974), suitable for room-temperature op-
eration of the devices. Moreover, their intrinsic spin dy-
namics is ultrafast, in the THz domain (Fiebig et al.,
2008; Kampfrath et al., 2010; Kimel et al., 2004) (com-
pared to GHz dynamics reported for ferromagnets (Kiri-
lyuk et al., 2010; Pashkin et al., 2013)).
The efficient manipulation of the magnetization of ma-

terials remains a crucial challenge in the field of spintron-
ics (Brataas et al., 2012; Hellman et al., 2017; Žutić et al.,
2004). Achieving efficient control over the magnetization
in antiferromagnets is however an even more complicated
issue. For ferromagnets, the SHE has proven to gener-
ate a spin-polarized current (Kato et al., 2004b; Sinova
et al., 2015) and create an SOT that can act efficiently
on the magnetization of a ferromagnetic layer (Baum-
gartner et al., 2017; Garello et al., 2013; Liu et al., 2012;
Miron et al., 2011). The SREE can induce a nonequilib-
rium spin polarization in solids lacking inversion symme-
try (Edelstein, 1990).
More recently, the REE has been proposed as a method

to create a current-induced staggered spin polarization
and SOT in the noncentrosymmetric antiferromagnets
CuMnAs and Mn2Au (Barthem et al., 2013; Wadley
et al., 2015, 2013) causing the antiferromagnetic mag-
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netic moments to flip to a perpendicular direction (Bod-
nar et al., 2018; Godinho et al., 2018; Meinert et al.,
2018; Olejník et al., 2017, 2018; Wadley et al., 2016).
These recent experiments indicate that current driven
switching of the Néel vector is possible, however, the op-
eration of the SOT and the switching path are not un-
derstood yet. Microscopic investigations indicate that a
complex switching process with both domain wall mo-
tion and domain flips may occur (Grzybowski et al.,
2017; Wadley et al., 2018). It is moreover a question
how large the induced staggered moments are. So far,
linear-response tight-binding calculations with Rashba
SOC (Železný et al., 2017, 2014) and an ab initio calcu-
lation (Wadley et al., 2016) of the current induced mag-
netic fields have been performed, that however differed
considerably. Also a semiclassical model based on the
Boltzmann equation has been employed to compute the
induced magnetization in a Weyl semimetal (Johansson
et al., 2018). These investigations focused moreover on
the induced spin polarization and neglect any possible
contribution stemming from an induced orbital magneti-
zation.

In this Section we investigate computationally the full
magnetic polarization induced by a time-varying applied
electric field in the noncentrosymmetric antiferromagnets
CuMnAs and Mn2Au. Our DFT-based calculations bring
insights into the Rashba-Edelstein effect in these antifer-
romagnets. We show that the dominant contribution to
the induced polarizations stems from the OREE. The
OREE tensor can have a symmetry different from that
of the SREE tensor (e.g., Rashba vs. Dresselhaus-type
of symmetry). Due to the pronounced Rashba symme-
try of the OREE tensor, a strong orthogonal orbital-
momentum locking is obtained for in-plane electric fields.
We find furthermore that quite sizable moments can be
electrically induced on the nonmagnetic atoms. Investi-
gating the origin of the large induced orbital polariza-
tions, we show that these are present even without spin-
orbit interaction, whereas the SREE tensor is propor-
tional to the SOC and vanishes without SOC, signifying
that the latter are induced through the relativistic SOC,
whereas the former have a nonrelativistic origin.

B. Results

1. Theoretical framework

We use linear-response theory to evaluate the magnetic
response to a time-dependent electric field E(t). The
induced magnetic polarization δM = µBδ(L+ 2S), con-
sisting of orbital (L) and spin (S) contributions, reads
in the frequency domain

δMi(ω) =
∑
j

[
χLij(ω) + 2χSij(ω)

]
Ej(ω), (24)

where χLij(ω) and χSij(ω) (i, j = x, y, or z) are the OREE
and SREE susceptibility tensor, respectively (in units of
µB nmV−1). For the response-theory expressions for the
OREE and SREE tensors see Sec. I B 1.
To evaluate the frequency-dependent SREE and

OREE tensors, we adopt the DFT formalism as imple-
mented in the full-potential linearized augmented plane-
wave (FLAPW) all-electron code WIEN2k (Blaha et al.,
2018). For details of the computational approach, see
Sec. I B 1. In the following we apply this framework to
noncentrosymmetric CuMnAs and Mn2Au that have re-
cently drawn attention for antiferromagnetic spintronics
(Baltz et al., 2018; Bodnar et al., 2018; Jungwirth et al.,
2016; Meinert et al., 2018; Olejník et al., 2018; Wadley
et al., 2016).

2. Results for CuMnAs

Our DFT calculations give that CuMnAs has an an-
tiferromagnetic ground state with Mn atoms carrying a
magnetic moment of ∼3.66 µB, in agreement with recent
experiments (Wadley et al., 2015, 2013). The tetragonal
cell of CuMnAs (space group P4/nmm), shown in Fig.
9(a), consists of six inequivalent atoms, two of each chem-
ical species. Both the Mn and As atoms have the 4mm
point group whereas the Cu atoms possess the −4m2
point group symmetry. The magnetic ordering is such
that adjacent {001} Mn planes are antiferromagnetically
coupled while Mn atoms laying in the same plane are fer-
romagnetically ordered. The As atoms are also found to
carry a small magnetic moment of ∼2.33 10−3 µB. Their
orientation is such that {001} As planes are ferromag-
netically coupled to the closest {001} Mn plane. The Cu
atoms are found to be nonmagnetic.
The AFM moments can orient along different Néel vec-

tor axes and this direction of the AFM moments de-
pends sensitively, for thin films, on the interplay of intrin-
sic magneto-crystalline anisotropy and shape anisotropy.
Experimentally, an orientation of the spins in the ab-
plane has been observed for thin films (Wadley et al.,
2015).
The SREE and OREE tensors depend on the orienta-

tion of the moments. We compute them here for different
orientations of the moments, and in addition, we com-
pute the atom-resolved tensors’ spectra, using a specific
labeling of the atoms as shown in Fig. 9(a).
We first consider the case where magnetic moments

are oriented along the c-axis and the applied field is
along the a-axis (Fig. 9(a)). This magnetic configu-
ration does not break the 4-fold rotational symmetry
about the c-axis (hard magnetization axis). The real
parts of the nonzero components of the atom-resolved
spin and orbital Rashba-Edelstein tensors are displayed
in Fig. 9(d). Several remarkable observations can now
be made. First, there are frequency-dependent induced
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FIG. 9 Magnetization induced by the Rashba-Edelstein effect in AFM CuMnAs. (a) Sketch of the tetragonal unit cell of
CuMnAs with the magnetic moments constrained to the c-axis. The inset depicts the direction of the crystal axes. The red
arrows on the manganese atoms represent the initial magnetic moments. Applying an electric field E along the (100) direction
(grey arrow) induces a non-equilibrium magnetization mainly along the (010) direction (green arrows). (b) Symmetry of the
induced spin magnetization as a function of the static electric field direction for Mn1. (c) Symmetry of the induced orbital
magnetization as a function of the static electric field direction for Mn1. (d) Real parts of the nonzero tensor components
(labeled ij, with i , j = x, y or z) of the SREE and OREE susceptibilities, Re[2χS ] and Re[χL], as function of frequency, ~ω.

moments not only on the Mn atoms, but also on the
Cu and As atoms. Second, the orbital contribution that
was thus far disregarded, is not negligible. In fact the
staggered orbital part χLxy is the dominating part of the
response and is ∼45 times larger than its spin counter
part at ω = 0. In the near-infrared region (~ω = 0.6
to 1.2 eV) χLxy dominates even more, since the spin re-
sponse χSxy is quite small. Third, apart from the stag-
gered components, that are such that antiferromagnetic
Mn1 and Mn2 atoms experience an opposite response
(off-diagonal xy and yx), there are also homogeneous in-
duced components that act in the same direction for a
given atomic species (see diagonal diagonal xx, yy and
zz tensors elements in Fig. 9(d)). These non-staggered
induced longitudinal magnetizations are not small, es-
pecially for the spin response, and can alter the atomic
torques and influence eventual spin switching. Lastly,
we note that SREE and OREE tensors of the individ-
ual elements obey different symmetries, specific to the
atomic site’s point group. For the Mn atoms we observe
χS,Lxy =−χS,Lyx , and χS,Lxx = χS,Lyy . The same symmetry of
the tensors is obtained for the As atoms, but for the Cu
atoms χS,Lxy = χS,Lyx and χS,Lxx = χS,Lyy .
The calculated orientation of the induced moments as

a function of the direction of an in-plane applied static
electric field is displayed in Figs. 9(b), (c) for the spin

and orbital part, respectively. We observe a Rashba-
like behavior for the spin part with nonorthogonal spin-
momentum locking, whereas the orbital part possesses a
nearly perfect Rashba symmetry with orthogonal orbital-
momentum locking; for a definition, see e.g. Ciccarelli
et al. (2016) and Manchon et al. (2015). These plots are
obtained by computing the tensors at ω= 0 while varying
the direction of E. It is important to note that the in-
duced spin and orbital moments depend on the frequency
ω. In addition, the fact that the spin and orbital polar-
ization are induced in different directions, and can even
be antiparallel (see below) has an important consequence.
The resultant torque field that acts on the atomic mo-
ments in a Landau-Lifshitz-Gilbert spin-dynamics formu-
lation can then not be represented in the form of a sin-
gle atomic Zeeman field, corresponding to an interaction
(µB/~)(L̂+2Ŝ) ·H, with H the applied atomic Zeeman
magnetic field, as this would lead to a proportional in-
duced spin and orbital atomic moment.
We now consider the case of CuMnAs with an in-

plane magnetization along the (100) direction which cor-
responds to the magnetic structure realized in experi-
ments. As shown in Fig. 10(a), applying a static elec-
tric field (grey arrow) along the magnetization direction
(red arrows) induces magnetic moments (green arrows)
mainly on the Mn atoms. Those magnetic moments are
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FIG. 10 Rashba-Edelstein effect in CuMnAs with magnetic moments along the a-axis. (a) Sketch of the tetragonal unit cell
of CuMnAs. The red arrows on the Mn atoms represent the initial magnetic moments. Applying an electric field E along
the (100) direction (grey arrow) induces a nonequilibrium magnetization mainly along the (010) direction (green arrows). (b)
In-plane symmetry of the induced spin magnetization as a function of the static electric field direction for Mn1. (c) In-plane
symmetry of the induced orbital magnetization as a function of the static electric field direction for Mn1. (d) Real parts of the
nonzero components ij (i, j = x, y or z) of the SREE and OREE susceptibility tensors, Re[2χS ] and Re[χL].

staggered, i.e., they are practically antiparallel to each
other for AFM coupled Mn atoms. However, a paral-
lel out-of-plane contribution is also present. This non-
staggered feature of the magnetic response can be recog-
nized by looking at the SREE and OREE tensors, shown
in Fig. 10(d). Especially the nonzero χSzx tensor com-
ponent gives a non-staggered contribution. Nonetheless,
the by far dominant part of the induced magnetic po-
larization is again contained in the staggered xy and yx
components of the orbital response.

Another important point to be noticed is that the
nonzero homogeneous tensor components have changed
with the changed direction of the Néel vector. The non-
staggered components for CuMnAs with magnetization
along (001) were the diagonal xx, yy, and zz components
while for the magnetization along (100), these are the xz
and zx components. As can be seen in Figs. 9(d) and
10(d), the computed SREE spectra are very similar, with
an inverted sign (χSzz −→ χSxz, and χSxx −→−χSzx). This
is a direct demonstration that the electrically induced
magnetization texture depends on the underlying magne-
tization direction itself. This can be understood as an in-
fluence of the magnetization direction on the eigenstates
which affects the induced magnetization (Železný et al.,
2017). This effect has also been observed experimentally
in (Ga,Mn)As (Kurebayashi et al., 2014). Computing the
symmetry of the momentum-dependent induced spin and

orbital polarizations for an in-plane static electric field,
we find that both the spin- and orbital resolved parts ex-
hibit a Rashba symmetry (Figs. 10(b), (c)). Here, it can
be recognized that the induced spin and orbital polar-
izations cooperate and exert spin and orbital torques in
the same direction. We further note that the symmetries
of the REE tensor are now such that χSxy 6= −χSyx, but
χLxy =−χLyx for the Mn and As atoms. The latter tensor
elements are the largest, which illustrates the dominance
of the OREE.

3. Results for Mn2Au

Mn2Au crystallizes in the tetragonal structure shown
in Fig. 11(a) (I4/mmm space group). The ground state
of Mn2Au is computed to be antiferromagnetic with mag-
netic moments of 3.69 µB only on the manganese atoms.
Experimentally, the magnetization of Mn2Au films is
found to lie in {001} (basal) planes, with ∼4 µB moments
on Mn (Barthem et al., 2013). The unit cell consists of
two equivalent Au atoms and two pairs of inequivalent
Mn atoms, labeled Mn1 and Mn2 in Fig. 11(a). The four
Mn atoms have the 4mm (polar) point group symmetry
and the two Au atoms have the 4/mmm (centrosymmet-
ric) point group symmetry.

Figure 11(d) shows the real parts of the nonzero SREE
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FIG. 11 Rashba-Edelstein effect in Mn2Au with magnetic moments along the c-axis. (a) The unit cell of Mn2Au, with red
arrows on the Mn atoms depicting the initial magnetic moments. Applying an electric field E along the (100) direction (grey
arrow) induces a non-equilibrium magnetization tilted in between the (010) and (100) direction (green arrows). (b) Symmetry
of the induced spin magnetization as a function of the static electric field direction for Mn1. (c) Symmetry of the induced
orbital magnetization as a function of the static electric field direction for Mn1. (d) Real parts of the nonzero components ij
(i, j = x, y or z) of the SREE and OREE susceptibilities, Re[2χS ] and Re[χL], as function of electric field frequency, ~ω.

and OREE tensor elements, computed for Mn moments
along the c-axis. The calculated tensors exemplify that
the REE of Mn2Au is in several aspects different from
that in CuMnAs. The spin and orbital responses for both
the xy and yx components are staggered in Mn2Au and
the homogeneous part of the response is in the diagonal
xx, yy and zz components, similar to CuMnAs. The
orbital part of the response is not as dominant as in the
case of CuMnAs. The largest orbital contribution in the
off-diagonal elements is almost 12 times larger than the
spin contribution for ω = 0. We can furthermore observe
that the non-magnetic Au atoms do not display any finite
staggered response, consistent with the centrosymmetric
nature of its point group 4/mmm.

The directional dependence of the current-induced mo-
ments on Mn atoms as a function of the direction of an in-
plane applied static electric field is shown in Figs. 11(b)
and 11(c) for the spin and orbital response, respectively.
The spin response exhibits a Rashba-like behavior and
the orbital counterpart possesses a Rashba-like symme-
try, too, but notably practically in a direction perpen-
dicular to that of the spin response. Hence, for any ap-
plied in-plane field, the current-induced spin and orbital
moments will exert torques in perpendicular directions
during a switching process.

We now consider Mn2Au with moments laying in the
ab-plane along the (100) direction, see Fig. 12(a). As

for CuMnAs, the magnetic moments have been exper-
imentally found to lie in the ab-plane (Barthem et al.,
2013). Here, the calculated nonzero REE tensor ele-
ments are the xy, yx, xz and zx components. The
real parts of the nonzero Rashba-Edelstein tensor ele-
ments are shown in Fig. 12(d). In this configuration, the
staggered responses for both spin and orbital contribu-
tions are present in the xy and yx components whereas
the non-staggered responses are present in the zx and
xz components, that however give smaller contributions.
The mainly staggered response corroborates the inves-
tigation of Železný et al. (2014) who predicted stag-
gered spin-orbit fields on the two Mn sublattices. The
symmetries of the main staggered tensor elements are
χSxy 6= −χSyx but χLxy = −χLyx, as we also obtained for
CuMnAs with Néel vector along the a-axis.
Considering the symmetry of the induced polariza-

tions for an in-plane field in Fig. 12(b), (c), we find that
the SREE exhibits a Dresselhaus-type behavior and the
OREE exhibits a pure Rashba symmetry. Again, the pos-
sible non-cooperativity of the OREE and SREE when
exerting a torque can be fully recognized. When both
the static moments and electric field are along the a-
axis ([100]) the induced spin and orbital magnetizations
are antiparallel and the torques will partially compensate
each other. For an in-plane electric field E along the b-
axis the orbital and spin magnetizations do not counter-
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FIG. 12 Rashba-Edelstein effect in Mn2Au with magnetic moments along the a-axis. (a) The unit cell of Mn2Au. The red
arrows on the Mn atoms represent the initial magnetic moments. Applying an electric field E along the (100) direction (grey
arrow) induces a nonequilibrium magnetization mainly along the (010) direction (green arrows). (b) In-plane symmetry of the
induced spin magnetization as a function of the static electric field direction for Mn1. (c) Symmetry of the induced orbital
magnetization as a function of the static electric field direction for Mn1. (d) Real parts of the nonzero tensor components ij
(i, j = x, y or z) of the SREE and OREE susceptibilities, Re[2χS ] and Re[χL], as function of the electric field frequency, ~ω.

act each other (see also Fig. 12(d)), but this configuration
only leads to an induced longitudinal moment along the
static AFM moments that does not exert a local torque
on the atomic moment. This exemplifies that devising
optimal SOT switching conditions can be quite intricate.

C. Discussion

1. Importance of spin-orbit interaction

In his original work, Edelstein predicted an electrically
induced out-of-equilibrium spin magnetization generated
by Rashba SOC (Edelstein, 1990). Here, without as-
suming any specific shape for the SOC, we find that,
depending on the magnetic configuration, the symme-
try of the induced magnetization can adopt Rashba-like
or Dresselhaus-like behaviors. Remarkably, we find that
the previously neglected orbital polarization can in fact
be much larger than the induced spin polarization. The
possible existence of an induced orbital magnetization
has been suggested in earlier studies (Boiko and Rashba,
1960; Levitov et al., 1985).
The importance of SOC on the magnetoelectric sus-

ceptibilities can be accessed by reducing or switching off
SOC in the calculations. The results of these calculations
are shown in Fig. 13. We find that the spin Rashba-

Edelstein effect computed without SOC completely van-
ishes; therefore, consistent with Edelstein’s model (Edel-
stein, 1990), this is an intrinsic effect which occurs due
to the broken local inversion symmetry in the presence
of SOC. Surprisingly, however, for the orbital component
our calculations without SOC give an unchanged, non-
vanishing OREE response for the dominant off-diagonal
tensor elements. In Fig. 13(a), (b) we show the computed
SOC dependence of the xx and xy tensor elements of the
SREE susceptibility of Mn1 in CuMnAs with antiferro-
magnetic moments along the c-axis. These elements de-
crease linearly with decreasing SOC. For the OREE, we
find that the staggered components χLxy, shown in Fig.
13(d), and χLyx (not shown), are present even without
SOC, and are not even changed by SOC strength which
suggests that the leading off-diagonal term is indepen-
dent of SOC. In contrast, without SOC the non-staggered
OREE components χLxx, shown in Fig. 13(c), as well as
χLyy and χLzz (not shown) vanish, and these can conse-
quently be identified as intrinsic SOC-related quantities.
This observation is quite crucial and unexpected, since
the staggered SREE components are generally believed to
be at the origin of switching, in e.g. CuMnAs, and to be
SOC related. We find that the dominant nonrelativistic
contribution is in the staggered OREE components while
smaller staggered spin components and non-staggered or-
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FIG. 13 Rashba-Edelstein effect as a function of SOC
strength. Calculated results are given for the Mn1 atom of
AFM CuMnAs with moments along the c axis, for scaled
values of the SOC, as given in the legend. (a), (b) Results
for the Re[χSxx] and Re[χSxy] component, respectively, of the
SREE susceptibility tensor. (c), (d) Results for the Re[χLxx]
and Re[χLxy] component of the OREE tensor, respectively, as
function of electric field frequency ~ω.

bital components are generated by SOC.
As yet we know little about the influence of the OREE

for a magnetization switching event, but a cautioning
remark is warranted. Although the OREE can be large,
to act on the spin moments present in an AFM, it needs
to couple to these through spin-orbit interaction. Then,
the overall torque on the antiferromagnetic spin moments
will eventually be proportional to the SOC.

To analyze the origin of the induced orbital polariza-
tions, we observe that due to the staggered nature of the
induced moments in Fig. 11, the sum of the induced or-
bital moments on all atoms in the unit cell cancels, but
the contributions on individual atoms do not. There is
thus an atomic orbital polarization present even without
SOC. The orbital angular momentum dynamics induced
by the applied potential V̂ (t) =−eE(t) · r̂, where e is the
electron charge and r̂ the position operator, can be eval-
uated from the Heisenberg expression in a single-electron
picture as

dL̂ind

dt
=− i

~

[
L̂ind, V̂ (t)

]
= r̂× eE(t), (25)

which is the quantum mechanical counter-part of the
classical equation of motion for angular momentum, dLdt =
r×F , where F is an externally applied force. In this
picture, the electric field acts as a torque on the cen-
ter of mass of the electrons on an atom. The current-
induced nonequilibrium electron populations provide
then a nonzero atomic orbital polarization, similar to the
nonequilibrium Fermi surface shift leading to spin-orbit
torques (Kurebayashi et al., 2014). This mechanism does
not require the interplay of SOC as the field couples di-

rectly to the position of the electrons and thereby affects
the orbital momentum. Therefore, the OREE does not
arises only from the small relativistic SOC, and sizeable
effects might thus even be observed in systems with small
SOC.
A symmetry analysis adds further insight to the ap-

pearance of the orbital texture even without SOC. In the
crystal structure of antiferromagnetic tetragonal CuM-
nAs inversion symmetry P and time-reversal symmetry
T are broken, but PT symmetry is obeyed. The antifer-
romagnetic Mn atoms Mn1 and Mn2 are inversion part-
ners under PT symmetry (Wadley et al., 2016). Using P
and T transformation properties, PT {Lind

Mn1
} = −Lind

Mn2
and vice versa, i.e., PT symmetry enforces the nonzero
orbital moments to be staggered. Even with vanishing
equilibrium spin moments the two Mn atoms are inver-
sion symmetry partners and, interestingly, PT symmetry
enforces the induced orbital polarizations to be staggered
as well in the nonmagnetic phase.
We furthermore point out that the here-observed ap-

pearance of an orbital polarization in the unit cell in the
absence of SOC is distinct from other recent theoretical
predictions of nonzero orbital textures (Go et al., 2017;
Hanke et al., 2017; Yoda et al., 2018). Hanke et al. (2017)
showed that a nonzero static orbital moment can arise in
the noncoplanar antiferromagnet γ-FeMn without SOC
due to spin chirality. Here, in the absence of spin chiral-
ity, we predict nonzero orbital moments that are present
without SOC but permitted by PT symmetry when an
applied electric field is present. Yoda et al. (2018) pro-
posed that in a chiral crystal the solenoidal electron hop-
ping motion could lead to an orbital magnetization in
systems with time-reversal symmetry, in the sense of an
orbital Edelstein effect. Our here-computed induced or-
bital polarization is distinctly different, as it does not
require chiral crystal symmetry.

2. Frequency and magnetization dependence

Our calculations predict sizable induced polarizations
at finite frequencies, which raises the question whether
electric field driven magnetic moment switching could
be achieved at high frequencies. It is well known that
time-dependent magnetic fields cannot drive fast spin
dynamics of ferromagnets in the optical regime because
the magnetic permeability µ(ω) decays quickly as ω in-
creases to the infrared region (Kittel, 1946). The sit-
uation is however entirely different for the SREE and
OREE. The magnetic permeability is due to a magnetic
field H that acts on the spin through the Zeeman inter-
action in the Hamiltonian, µB σ̂ ·H(t), whereas for the
SREE the electric field couples to the charge, −e r̂ ·E(t).
The electric charges can indeed follow the rapidly chang-
ing E-field, implying that an equally fast magnetic re-
sponse can be anticipated. Due to their electrical origin,
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the induced magnetizations can be driven at petahertz
frequencies, thus opening for potential routes to achieve
petahertz spintronics. This would be so particularly for
thin functional devices, since the penetration depth of
optical fields is typically ≤ 20 nm.

In the DC limit, ω = 0, the real part of the REE is
nonzero and its imaginary part vanishes exactly. At fi-
nite frequencies, both the real and imaginary parts of
the tensor components can be nonzero. The nonzero
imaginary REE susceptibility has a specific influence
on the evolving magnetization dynamics. For a given
driving electric field E(t), the induced spin polarization
δMS(t) can be retrieved from a Fourier transform of
δMS(ω) = χS(ω)E(ω). The induced spin polarization
follows the driving field, but it has a phase difference
due to the imaginary SREE susceptibility. An equivalent
relation holds for the orbital polarization. The induced
spin and orbital polarizations at a frequency ω will thus
still provide staggered torques on the existing static mo-
ments, but these torques will alternate with time. A ma-
jor question is then how fast the switching of the static
moments can proceed, whether this can be pushed to
the PHz regime. Recent experiments demonstrated that
switching of CuMnAs is possible at THz frequencies (Ole-
jník et al., 2018). Potentially, on account of the above,
the switching could thus be even faster in antiferromag-
nets, in particular when the torques could be enhanced,
but the boundaries on the switching speed are as yet un-
explored.

To verify whether the SREE and/or OREE can be at
the origin of ultrafast switching, and what the intrinsic
frequency limit is, atomistic spin-dynamics simulations
should be performed. The inclusion of both induced spin
and orbital magnetic moments would notably be required
to achieve the full picture. Such spin-dynamics simula-
tions could clarify as well the role of the non-staggered,
homogeneous components for the switching and the in-
fluence of Joule heating, inherently present in all exper-
iments. It was shown recently that Joule heating plays
an essential role as it drastically decreases the required
switching field and enhances the spin-orbit torque effi-
ciency (Li et al., 2018). Also for Mn2Au it was lately con-
cluded that Joule heating can provide a sufficient ther-
mal activation for switching processes (Meinert et al.,
2018). It should be emphasized, too, that the switching
dynamics of an antiferromagnet is distinct from that of
a ferromagnet, since the magnetization dynamics of an
antiferromagnet is described by a second-order differen-
tial equation, which contains a magnetic inertia term for
the spins (Kim et al., 2017; Kimel et al., 2009; Mondal
et al., 2017). Antiferromagnetic inertia can provide an
important stimulus for the switching, because, even after
the pulse is switched off, the already induced torques will
act for a longer time as drivers of the dynamics.

D. Concluding remarks on REE of Mn2Au and CuMnAs

Switching in AFMs is believed to be due to locally
staggered spin-orbit fields that drive opposite dynamics
of moments on the two AFM sublattices (Bodnar et al.,
2018; Godinho et al., 2018; Grzybowski et al., 2017; Mein-
ert et al., 2018; Olejník et al., 2017, 2018; Wadley et al.,
2016; Železný et al., 2014). Our investigation strongly
supports that the REE is an excellent candidate to ex-
plain the microscopic origin of such staggered fields. Be-
yond this, we report several surprising discoveries: first,
there exists a significant orbital REE that can be much
larger than the spin REE. Second, we find that there
exists not only staggered but also non-staggered compo-
nents to the REE tensors. In both CuMnAs and Mn2Au,
we find that the staggered response is strongest. This
causes a locking of the orbital momentum perpendicular
to the applied field.
Computing the symmetry of the induced polarizations

with respect to an in-plane electric field, we find that
these can have a Rashba-like or a Dresselhaus-like texture
and that these textures can in general be distinct for the
induced spin and orbital polarizations; for example, a
Dresselhaus-like symmetry for the SREE and a Rashba
symmetry for the OREE of Mn2Au with in-plane AFM
moments. As a consequence, the spin and orbital fields
can enhance each other or cancel each other, i.e., act in
a cooperative or a non-cooperative way for switching of
the sublattice magnetizations.
The most surprising part of this work is undoubtedly

the strong induced orbital polarization, which can be
much larger than the induced spin dipole magnetiza-
tion. The nonequilibrium orbital magnetization is no-
tably even present in the absence of spin-orbit interac-
tion. This implies that it does not arise from a small
relativistic effect, but has a more fundamental, nonrela-
tivistic origin, allowed by the PT symmetry of the two
Mn inversion partners. While our focus here has been
on the two AFMs that are of current interest for antifer-
romagnetic spintronics, the large dominant orbital fields
could gain importance in the emerging field of spinorbi-
tronics (Manchon and Belabbes, 2017). As the induced
spin and orbital polarizations originate from the coupling
of the electric field to the electron charges, these induced
polarizations can moreover be driven at high frequencies,
opening prospects for achieving spintronics at petahertz
frequencies.
Lastly, on a more general note, the here-developed gen-

eral ab initio framework can be employed for the study
of nonequilibrium electric-field induced polarizations in
a wide range of materials, as e.g. bulk compounds and
metal/ferromagnet or metal/antiferromagnet interfaces.
While bulk materials can already display rich spin-orbit-
related physics, interfaces of a heavy metal with a mag-
netic layer, where the SOC is increased at the interface,
can feature an enhanced Rashba-Edelstein effect that can
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e.g. be utilized to control the spin orientation in the mag-
netic layer (Manchon et al., 2015). The developed ab
initio framework can provide a materials’ specific under-
standing of the mechanisms behind electrical spin control
and lead to the design of suitable interfaces for future
spintronics applications.

III. MODELLING OF THZ SPECTRA: FROM DIFFUSION
TO SUPERDIFFUSION

A. Spin-charge interconversion and THz spectra from
spin-polarized hot electrons: a simple diffusive approach

The specific impact of an exciting pulsed laser mode
on a material requires some adequate modelling of the
ensuing spin transport and spin relaxation. The two-
temperature model describing the electronic absorption
and giving rise to electronic heating with characteristic
excitation energy over the Fermi level (temperature Te
followed by inelastic relaxation due to electron-electron
interactions and phonon bath characterized by a second
temperature Tph (Maldonado et al., 2017) is well adapted
for this purpose. A refined modelling generally requires a
superdiffusive approach for the excited carriers that will
be described further below. Note that in this scenario,
the fast electron energy and spin relaxation rate in the
heavy transition metals and related alloys (Pt, Au:W,
Au:Ta) investigated here makes that the two different
temperature dynamics becomes more and more uncou-
pled, leading to solely the electron dynamics becoming
relevant for the THz emission spectra.

One goal of the present work is to highlight the major
role of the electronic properties of the materials consti-
tuting the spintronic THz emitters in order to optimize
these systems in terms of emission efficiency. The sim-
pler analysis presented in this Section addresses then i)
the time-dependent diffusion and relaxation processes in
separate layers of excited spin-polarized carriers, gener-
ated by a short laser pulse and characterized by a certain
generation rate P(r, t); ii) the reflection/transmission of
the spin-polarized hot carriers at the inner interface, as
well as iii) the specific boundary conditions to consider
at the two outward interfaces. Regarding point ii), the
transmission across the inner interface can involve spin-
mixing terms. In fine, the impact of the mobility of elec-
trons and/or the material’s resistivity will be put forward
through our simulations and compared to our experimen-
tal data obtained in WP1.

The present work and contribution described in detail
below has given rise to the publication of a paper that
appeared recently in the Applied Physics Review jour-
nal (Dang et al., 2020) within the S-Nebula framework.

1. Boltzmann formalism

The description of the time-domain dynamics of hot-
electrons within spintronic multilayers excited by ultra-
short laser pulses may be performed in the frame of the
Boltzmann transport theory and equations (BTE), and
considering the different electronic diffusion and relax-
ation processes. The BTE for spin-polarized particles
can be derived as the evolution equation for a reduced
single-particle density matrix. It also accounts for the
properties of excited electron dynamics in the sp bands
of very thin metal layers, as widely discussed in the su-
perdiffusive theory of spin currents in both experiments
and in modelling (Battiato et al., 2010, 2012; Lu et al.,
2020; Maldonado et al., 2017). We start from the evolu-
tion equation for the carrier-distribution function in the
following form:[

∂
∂t + ~

m∗k ·∇r + 1
~Eσ(r, t) ·∇k

]
fσ(r,k, t)

= Pσ(r,k, t)− fσ(r,k,t)
τσ(r,E)

+
∑
σ,σ′

∫
d3k′ w(r;k′,σ′;k)fσ(r,k′, t) , (26)

where fσ represents the spin- and time-dependent distri-
bution function in space (r) and in the reciprocal space
or Brillouin zone (k), E the electric field, and where
Pσ(r,k, t) is the pump term due to the pulsed laser exci-
tation. In general, the distribution function fσ = f0

σ+φσ
can be separated into a sum of an equilibrium part f0

σ(E)
plus a non-equilibrium (thermal) part φσ(r,k, t) describ-
ing thus the electronic excitations (φσ is called gσ by
Valet and Fert (1993)). The two relaxation terms at
the right hand side of Eq. (26) represent the respective
scattering-out and scattering-in processes in the BTE.
We particularly focus here on the Co(2nm)/Pt(4nm) sys-
tem giving convincing quantitative THz results. The dy-
namics of the system is performed using the BTE in-
volving the time dynamics of both spin-dependent carrier
densities and spin-currents by using a Finite Difference
time domain treatment (FDTD).

B. Ab initio calculations of transparencies at Co/Pt
interfaces

First-principles calculations giving the energy-
dependence of the electronic transmission coefficient for
the Co/Pt(111) interface were performed within the
atomic sphere approximation in the Green’s function-
based tight-binding linear muffin-tin orbital (GF-LMTO)
method (Gunnarsson et al., 1983; Pashov et al., 2019;
Turek et al., 1997), treating exchange and correlation
within the local-density approximation (LDA) (von
Barth and Hedin, 1972). The Green’s functions are
represented in a mixed basis: the two-dimensional
translational periodicity of the interface allows one
to introduce the conserved wave vector component
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FIG. 14 Calculated energy-dependent and selected-spin transmission function for the Co/Pt (111) interface plotted as a function
of k‖ (projection of the wave vector on the plane of the interface, which is conserved in the scattering process) and summed
in the two-dimensional Brillouin zone of the interface. (a-c): Majority-spin, (d-f): minority-spin channel. Panels (a) and (d):
E−EF = 0, (b) and (e): 0.5 eV, (c) and (f): 1.0 eV. Those calculations shows that near the Fermi level (a-d), the majority
electrons (spins ↑) are more easily transmitted (in average) than the minority spin channel (↓), in particular near the Brillouin
zone center, whereas at higher energy, 0.5 eV above the Fermi level (e-f), the electronic transmission for the minority spin
channel is larger (refer to Fig. 15).

k‖ parallel to the interface, which is confined to the
two-dimensional Brillouin zone of the interface; the
Green’s function is then a matrix in real space with
arguments confined to the unit cell of the ‘active region’
including the interface and a few monolayers on each
side of it. The active region is embedded between
semi-infinite Co and Pt leads. After the self-consistent
charge and spin densities were obtained, the total and
k‖-resolved energy-dependent ballistic conductance of
the Co/Pt bilayer was calculated using the Landauer-
Büttiker technique. We assumed the Co/Pt bilayer has
a perfect continuous face-centered cubic lattice with an
abrupt (111) interface and a common lattice parameter
of 2.64 Å, ignoring strain relaxation. The average
transmission probability for electrons incident from the
Co side is:

T̄Co→Pt
σ = 1

NCo
σ

∑
n

Tnσ = gσ
gCo
σ

, (27)

where σ denotes the spin channel, NCo
σ is the number of

conducting channels of a given spin in the Co lead, Tnσ
the transmission probability for one of these channels n,

gσ the conductance of the Co/Pt bilayer, and gCo
σ the

Sharvin conductance of the Co lead.
Cobalt has one majority-spin Fermi-surface sheet with

topology identical to that of Cu: the somewhat distorted
free-electron-like Fermi surface does not quite fit into the
first Brillouin zone, forming ’necks’ centered around the
L points on its hexagonal faces. One of these L points
projects onto the center (Γ̄ point) of the surface Bril-
louin zone of the (111) interface, resulting in a circu-
lar “hole” in the transmission function [panels (a-c) of
Fig. 14] where there are no bulk states in Co. As the
energy increases, the iso-energetic surface expands, and
the holes become larger. Panels (a-c) in Fig. 14 show
that most the states from the majority-spin Fermi sur-
face sheet in Co have a high probability of transmission
across the interface in the entire energy window shown
in Fig. 15(a). This feature is similar to the well-known
case of the Co/Cu interface (Schep et al., 1997) where
the band structure match in the majority-spin channel is
nearly perfect.
Because Pt has one electron fewer than Cu and open

5d shells, its Fermi surface is more complicated, with one
free-electron-like electronic sheet, one extended hole-like
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FIG. 15 (a) Spin and energy-dependent average transmis-
sion probability for electrons incident from the Co side on the
Co/Pt (111) interface, see Eq. (27). Blue (red) lines: majority
(minority) spin electrons. (b) Density of states in bulk fcc Co
and Pt with the lattice parameter used in the calculations for
the interface. Blue (red) solid lines: majority-spin (minority-
spin) electrons in fcc Co. Dotted lines: both spins in Pt. (c)
Effective spin- and energy-dependent area-resistance product
of the Co/Pt (111) interface. Blue (red) line: majority (mi-
nority) spin.

sheet that projects to the periphery of the (111) surface
Brillouin zone, and one small hole-like pocket around the
X point. As the energy is increased, the hole-like sheets
shrink and disappear at about 0.7 eV where DOS has a
van Hove singularity (see Fig. 15(b)). The majority-spin

transmission T̄Co→Pt
↑ is essentially unaffected by the dis-

appearance of the hole-like sheets in Pt, because, as is
clear from Fig. 14(a-c), the majority-spin transmission
is dominated by electrons from Co transmitting into the
electron-like sheet in Pt. On the other hand, T̄Co→Pt

↓ de-
creases significantly in the 0.5−0.7 eV range and remains
suppressed up to about 1.0 eV, where it quickly rises up
to almost 1. The drop around 0.6 eV is associated with
the closure of the hole-like sheet in Pt, which decreases
the transmission probability of the minority-spin states
from Co. The rise at 1.0−1.2 eV is due to the closure of
the similar hole-like minority-spin sheets in Co, the elec-
trons from which transmit poorly into Pt but contribute
significantly to the Sharvin conductance of Co.
Fig. 15(a) shows that the Co/Pt (111) interface has

this favorable property in the energy window from 0
to 1.0 eV above the Fermi level, and especially in the
0.6− 1.0 eV range, between the top of the 5d band of
Pt and the top of the minority-spin 3d band of Co.
Fig. 15(c) also shows the spin-resolved effective interfacial
area-resistance product calculated according to Schep
et al. (1997) This quantity represents the apparent spin-
dependent resistance of the interface in the circuit un-
der diffusive transport conditions. Although these con-
ditions are not satisfied in THz emission devices, and
transport of hot electrons brings its own complications,
the spin-dependent effective RA product can serve as an
approximate indicator of the interfacial spin asymmetry
(noted as the γ parameter). Here we also see that the
Co/Pt (111) interface has a larger effective resistance in
the minority-spin channel for energies in the 0.6−1.1 eV
range that is in the energy region of hot electrons gener-
ated by pulsed laser excitations, suggesting an additional
‘spin-filtering’ effect and an enhancement of the spin cur-
rent by this interface.

1. FDTD simulations in the time domain

Solving the time-dependent equations requires the im-
plementation of a numerical routine. The experimental
boundary conditions corresponding to pulse laser excita-
tion is considered by a zero σ-spin population within the
whole multilayers at t = 0. Additional treatment of the
external and internal boundary conditions is available in
the following reference. We have considered a typical
temporal Gaussian shape:

P0
σ(r, t) = P0

σ(t) = sσ
A√

2π∆t2
exp

[
− (t−4∆t)2

2∆t2

]
, (28)

uniformly exciting the ferromagnetic material with a
wavelength λ ' 810 nm. A is related to the laser pump
power, ∆t the laser pulse duration (typically 100 fs) and
sσ the initial proportion of the spin-channel excited ow-
ing to the different density of states Nd,σ of the d-band.
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FIG. 16 Typical simulated time-domain evolution of the
emitted electric field terahertz signal (grey) calculated for a
Co(2)/Pt(4) structure excited by a 100 fs laser pulse in Co.
The generated transient ultrafast surface charge current jc
(blue) and out-of-equilibrium spin accumulation (m) (red) are
plotted at the interface z = 0+ on the Pt side. The Fourier
transform (FT) of the corresponding terahertz signal is given
in the inset. The typical slope of the FT signal at low fre-
quency is representative of a derivative signal (ETHz ∝ ∂Jc

∂t ).
In those simulations, inner average transmission coefficient
is T ? = 0.2 and the spin interfacial asymmetry was fixed to
γ = 0.5.

Our numerical investigations mainly focused on the
major role played in the terahertz wave generation by
interfacial transmission Tσ calculated by ab initio and
described the shape of the typical THz spectra. We con-
sidered the change in the spectra obtained by varying,
in the same way, both the momentum relaxation time τp
and the spin-flip time τsf from their nominal values τ0

p

and τ0
sf . We consider the scaling parameter:

α=
τsf
τ0
sf

= τp
τ0
p

(29)

in the ferromagnet (FM) and in the heavy metal (HM)
allowing to simulate the effect of a mobility change of
the different constituents (Pt vs. Au-based alloys), keep-
ing fixed their spin-orbit parameter. We have previously
checked that our simulations give the correct conclusions
in the steady-state regime of spin-injection (CW pump).

In order to first explore the strong impact of the trans-
mission Tσ and the observed differences between the
Co/Pt and transition metal alloys (WP1), we considered
the spin average transmission T ? and spin-asymmetry γ,
as extracted from the ab initio calculations:

Tσ = T ?

1∓γ ⇒ T ? = 1−γ2

2
(
T↑+T↓

)
, (30)

with T ? = 0.2 and γ = +0.5 at εF (Fig. 15). We extracted

the typical dependence of (Fig. 16):
i) the out-of-equilibrium spin accumulation or spin-

density profile within the multilayer,
ii) the corresponding profile of the ultrafast charge cur-

rent within the muitilayer.
iii) the electrical profile of the THz electric field

(ETHz) in the time domain and in the far-field region in
close agreement to both Co(2)/Pt(4) and NiFe(2)/Pt(4)
data in shape.
Regarding the spectral representation of the signal in

the frequency domain, it covers a wide and continuous
band up to 5 THz, and fits reasonably well in form with
our experimental data, taking into account the spectral
bandwidth limitation of our detector.

2. FDTD simulations in the frequency domain

a. Impact of the electronic transmission.

We have also investigated the influence of the inner
transmission coefficient T ? at the FM/HM interface. A
relevant information is the intensity ratio between sub-
sequent THz spectra vs. T ?. For increasing T ? from
10−4 to 0.5, the spectra increases in amplitude by about
the same proportion. The terahertz signal is the largest
for T ? = 0.5 for both pump polarization that is for ei-
ther minority (Fig. 17(a)) and majority pumped spins
(Fig. 17(b)). Alongside the difference in their conductiv-
ity and in their spin-diffusion length, T ∗ mainly explains
the strong difference in the THz spectra between Co/Pt,
NiFe/Pt on one side and THz spectra from alloys (Au:W
or Au:Ta) on the other hand when the transmission for
the latter decreases by roughly one order of magnitude.

b. Effect of material conductivity and spin-flip rate on
the THz spectra.

We have moreover explored the effect on the THz spec-
tra of the spin-flip rate in both HM and FM that may
be probed in future experiments. One considers here the
case of favorably minority spin pumped, s↑ = 0.5 and
s↓ = 1 and spin-filtering of majority electrons (γ = +0.5).
The typical evolution of THz-TDS spectra resulting from
a pump pulse of 100 fs on varying α = 0.1,0.3,1,3,10
in FM and HM are reported on respective Figs. 18(a-
b)) and Figs. 18(c-d)) for T ? = 10−1 (Figs. 18(a-c)) and
T ? = 10−3 (Figs. 18(b-d)). Two major conclusions can
be drawn:

- Concerning the dependence on αFM , and for T ∗= 0.1
(Fig. 18(a)), one notes a significant increase of the THz
signal while increasing αFM from 0.1 to 10.
- On the other hand, increasing the αHM ratio in-

creases the amplitude of the THz spectra (Fig. 18(c-
d)) owing to a higher mobility, leading to a larger spin-
diffusion length and larger volume of charge relaxation in
HM. In this sense we demonstrate here the relationship



26

0 1 2 3 4 5 6
10-10
10-9
10-8
10-7
10-6
10-5
10-4
10-3
10-2
10-1
100

g=0.5

su=0.5, sd=1

T
H

z 
si

g
n

a
l 

(p
ea

k
 t

o
 p

ea
k

 a
.u

.)

Frequency (THz)

T*

 10-4

 10-3

 10-2

 0.1

 0.25

 0.5

0 1 2 3 4 5 6
10-7

10-6

10-5

10-4

10-3

10-2

10-1

100

g=0.5

su=1, sd=0.5

T
H

z 
a
m

p
li

tu
d

e 
(p

ea
k

 t
o
 p

ea
k

 a
.u

.)

Frequency (THz)

T*

 10-4

 10-3

 10-2

 0.1

 0.25

 0.5

a) b)

FIG. 17 Simulation results showing the frequency-domain representation (Fourier transform: FT) of the emitted terahertz
electric field spectra ETHz (in log. scale) in the case of Co(2)/Pt(4) excited by a short 100 fs laser pulse and calculated
for different average transmission coefficient from T ∗ = 10−4 to T = 0.5. The initial spin polarisation was reversed from (a)
s↑ = 0.5, s↓ = 1 to (b) s↑ = 1, s↓ = 0.5 (b) while keeping fixed the interfacial spin-asymmetry coefficient γ = +0.5 through
all the simulations. These simulations emphasize the particular role of the so-called interfacial ‘spin-filtering’ effect played by
interfaces on the THz spectra.

by which ETHz follows the local HM conductivity (or HM
mobility) in proportion to αHM . This feature is clearly
demonstrated in Fig. 18(c-d) whatever T ? is and also
evidenced experimentally when comparing (Co,NiFe)/Pt
and NiFe/Au based alloys. Note that the change of αHM
does not imply a variation of the spin-orbit parameter
(εHM ) avoiding thus the possible effect of the so-called
impedance mismatch between FM and HM.

C. The superdiffusive model

The superdiffusive model provides a more elaborate
and more precise description of the spin transport of hot,
laser-excited electrons in a metallic heterostructure (Bat-
tiato et al., 2010, 2012; Eschenlohr et al., 2013; Hofherr
et al., 2017; Rudolf et al., 2012). In contrast to the
more simplified diffusive approach given above, the su-
perdiffusive model is based, first, on excitation of differ-
ent amounts of spin-majority and spin-minority electrons
through the ultrashort laser pulse. The excited spin-
polarized hot electrons will initially move isotropically
through the material. In this initial stage, the propa-
gation of each hot electron is ballistic. Second, depend-
ing on their spin lifetime, the spin-majority and minority
electrons undergo scattering events through which they
loose energy and at the same time excite secondary hot
electrons. Note that the scattering lifetime of a hot elec-
tron in Pt is of the order of 15 fs (Freeman et al., 2018).
Through these scattering events, the hot electrons be-
gin to thermalize with other, cold electrons. After a
few scatterings the transport of the hot electrons has
become superdiffusive (which is characterized by the so-

called anomalous diffusion coefficient dw, being between
1 (i.e., ballistic) and 2 (i.e., diffusive) (Battiato et al.,
2012)). Third, the hot spin-polarized electrons thermal-
ize further when they undergo more scatterings. After
about 500 fs they have lost their excess energy and the
laser-induced transport approaches the diffusive regime
(Battiato et al., 2012).
Before giving a mathematical formulation, it is instruc-

tive to understand how superdiffusive transport leads to a
nonequilibrium spin current in a FM that is subsequently
injected into a HM layer, where it is converted by the in-
verse SHE and causes THz dipole emission (Kampfrath
et al., 2013). The velocities of the hot spin-polarized elec-
trons vσ as well as their spin lifetimes, τσ are strongly
spin dependent in the common FMs Fe, Co, and Ni.
Previous ab initio calculations have provided values for
these quantities (Zhukov et al., 2005, 2006). The spin
lifetime and velocities of the spin-majority electrons is
larger (sometimes much larger) than the corresponding
quantities of the spin-minority electrons. As a result,
the spin-minority electrons will scatter more and loose
energy faster than the majority-spin electrons. The lat-
ter will propagate faster away from the excited layer and
form so a spin-polarized current that can quickly enter
an adjacent HM metal layer. Due to dielectric screen-
ing in the metal the spin-polarized current will be to a
good approximation be a spin current. Experiments on
10-nm Ni/150-nm Au bilayers have shown that the spin
current from the laser-excited Ni film enters the Au film
in about 40 fs (Hofherr et al., 2017). This process is
material’s dependent, thickness dependent, and also the
spin transparency of the interface, see Sec. III B, plays a
role. For a recent experimental overview,
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FIG. 18 Frequency-domain (FT) representation of the emitted electric field (ETHz) terahertz spectra obtained for Co(2)/Pt(4)
after a short 100 fs 810 nm laser pulse and considering an initial spin polarisation s↑ = 0.5, s↓ = 1. The study focuses on the
major role played by the spin dynamics timescale change for a fixed transmission parameter respectively equal to (i) T ? = 10−1

(a and c) and (ii) T ? = 10−3 (b and d). Those calculations were performed with respect to the transformation Eq. (29) for
the ferromagnetic layer characterized by a spin scattering time τFMsf (a and b) and for the heavy metal characterized by a spin
scattering time τHMsf (c and d). The transformation coefficient α is swept in the [0.1−10] range. A constant γ = +0.5 value
was kept for the whole simulations.

see Malinowski et al. (2018).

To model the spin transport in the superdiffusive re-
gion a hybrid approach can be used. This consists of clas-
sical kinematic modeling of the hot electron as a particle
that scatters repeatedly and so propagates while loos-
ing energy. The quantum information that is embedded
in the spin is however kept, giving each particle a spin-
dependent velocity and spin-lifetime. This approxima-
tion is justified by the fact that the scattering lifetime of
a hot electron in a typical metal can be of the order of 10
fs, but its spin life is much longer typically 250 fs (see e.g.
Carva et al. (2013)). Hence, to a first approximation the
hot electron undergoes spin-conserving scattering events.

In the superdiffusion model, one keeps mathematically
track of the hot spin-polarized electrons by counting the
number of scattering events. This makes the model com-
putationally more demanding than the simpler diffusive
model. A longer derivation (Battiato et al., 2010, 2012)

leads to the transport equation for the full (spin) density
n(σ,E,z, t)

∂n

∂t
+ n

τ
=
(
− ∂

∂z
φ̂+ Î

)(
Ŝn+Sext

)
, (31)

where Î is the identity operator and n =
∑
N=1,∞n

[N ],
with n[N ] the particle density after N − 1 scattering
events; all scattering events are summed. E is the en-
ergy of the hot electron above the Fermi energy. Note
that τ = τ(σ,E,z), i.e., it depends on the spin and en-
ergy of the hot electron. z represents the spacial coor-
dinate along the normal to the metallic film. Thus, τ
changes when the hot electron crosses an interface be-
tween two metal layers. φ̂ is the flux of spin-dependent
hot electrons which depends on the electron velocities, see
Battiato et al. (2012). Sext is the source term, i.e., the
hot spin-polarized electrons generated by the laser pulse.
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Using the assumption that incoming and out-going direc-
tions of scattering electrons are uncorrelated, the particle
after being scattered behaves actually as if being excited
by an effective source

Ŝn=
∑
σ′

∫
p
(
σ,σ′,E,E′,z

) n(σ′,E′,z, t)
τ (σ′,E′,z) dE′, (32)

which is the scattering term at all energies weighted
by the transition probability after a scattering,
p(σ,σ′,E,E′,z). This quantity treats inelastic and elas-
tic scattering events and electron cascades. In this still
general expression it contains the spin-conserving scatter-
ing probability and can include the probability for spin-
flip scattering as well. Since Eq. (31) has to be satisfied
for every value of σ and E, we effectively have a set of
coupled equations that has to be solved. As a result,
the simulations require substantial computer time. A
faster way to compute the spin current could be the re-
cently proposed particle-in-cell approach (Nenno et al.,
2018). The simulations of the superdiffusive spin cur-
rents have been employed recently by us to study the
problem of laser-induced domain-wall motion. The su-
perdiffusive spin currents can generate a very fast do-
main wall motion of 104 m/s (Baláž et al., 2020). Also,
as we showed recently the superdiffusive spin currents
generated in a ferromagnetic layer can excite THz spin
waves in another ferromagnetic layer in trilayer struc-
tures (Ritzmann et al., 2020).

IV. ELECTRONIC PROPERTIES OF BI-BASED RASHBA
AND TOPOLOGICAL INTERFACES

A. Bi1−xSbx (BiSb) topological insulators and Co/BiSb
bilayers and spin-charge interconversion for THz emission

This work and contribution deals with the calculation
of the electronic properties of surface states of Bi1−xSbx
compound known to be a topological insulator material.
This is strongly related to the demonstration of THz re-
sults obtained on Co(4nm)/Bi1−xSbx(30, 15, 5, 2.5nm)
with x= 0.1,0.15,0.2,0.3,0.4 the content of the Sb atomic
species.

There is today a considerable interest in the fundamen-
tals and electronic properties of the (111) surface of Bi
and Bi1−xSbx related materials owing to their specific
properties to exhibit topological spin-textured surfaces
states in their gap (Benia et al., 2015; Hsieh et al., 2008).
The interest would be then to promote efficient spin-
charge interconversion (Chi et al., 2020) for enhanced
THz emission owing to the inverse Rashba-Edelstein ef-
fect (IEE). In those systems, the BiSb(111) surface is
composed of hexagonal atomic layers stacked along the
[111] direction with two alternating interlayer spacings
(see Fig. (19)). A pair of nearest-neighbor layers with

shorter layer spacing, which forms a two-dimensional
(2D) buckled honeycomb lattice, is covalently bonded,
while the bonding between neighboring bilayers with
larger interlayer spacing is weaker (Liu and Allen, 1995).
The surface band structure of clean Bi(111) and that
of alloyed Bi1−xSbx compounds have also been a sub-
ject of extensive studies. While the valence bands of a
three-dimensional (3D) Bi crystal is topologically triv-
ial in contrast to those of Sb, two spin-polarized sur-
face bands appear in the projected bulk band gap of
Bi(111). They exhibit a large Rashba-type spin split-
ting due to large spin–orbit interactions among the Bi 5p
orbital components. These two bands should form a de-
generate Kramers pair at the two time-reversal invariant
momentum (TRIM) points, Γ and M , in the hexagonal
surface Brillouin zone (SBZ) (Ishida, 2016; Teo et al.,
2008). However, the DFT calculation of Koroteev et al.
(2008) revealed that when the surface is represented by a
slab model, the two surface bands at theM point exhibit
a sizable energy splitting due to the interaction of the two
surfaces of the slab even for a relatively thick slab. More-
over, some recent results indicate that the electron wave
function of the surface bands on Bi(111) decays quite
slowly toward the interior of the crystal around the M
point. This was recently demonstrated by photoemission
electron spectroscopy (Benia et al., 2015).
Surface states of materials with strong spin-orbit inter-

actions reveal very interesting options to achieve charge
and spin transport through surface states as well as spin-
charge interconversion (Chi et al., 2020). The spatial
extent of the surface-state wave functions in the surface
normal direction should be an important parameter in
determining their scattering rate into bulk states, as well
as the distortion of such states by contact with the fer-
romagnetic transition metal (Co). The purpose of these
calculation is to explore the decay depth of the surface-
state wave functions of Bi(111) as a function of 2D wave
vector k. Also, we wish to calculate the spin-charge in-
terconversion in contact with Co and deconvolve the re-
spective surface and bulk contributions through thick-
ness dependence of the signal (from both experimental
and theoretical point of view).
Although first-principles band calculations have al-

ready revealed the Fermi surface and the energy band
structure (Ishida, 2016), no systematic analysis of the
spin-texture properties and spin-charge interconversion
power for comparison with the reported angular-resolved
photoemission spectroscopy (ARPES) method and re-
sults has been performed, in particular when a ferromag-
netic layer is set on the top. Here, we approach this issue
using an sp3 basis. For this purpose, we calculate the
electronic structure of Co/BiSb systems by tight-binding
methods (TB) in both bulk and slab structures, and using
various parametrizations (Liu and Allen, 1995; Ohtsubo
and Kimura, 2016; Saito et al., 2016; Teo et al., 2008). Bi
possesses a rhombohedral Bravais lattice with two atoms
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Band evolution of Bi1-xSbx using tight-binding method

Jeffrey C. Y. Teo, Liang Fu, and C. L. Kane 78, 045426 (2008) 

The hopping parameters for Bi1-xSbx:
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FIG. 19 (a) Rhombohedral structure of Bi-based materials and layers showing a 6 atomic plane stacking in the unit cell along
the normal (111) crystallographic direction. Parametrization used in Ref. Teo et al. (2008) for Bi1−xSbx alloys with the typical
wrapping term. (b) Evidence of the two surface states (Σ1 and Σ2) obtained with a semi-infinite Bi0.79Sb0.21 with x = 0.21.
(c) Band evolution of Bi1−xSbx using the tight-binding method and geometrical domain in the x-space (Sb content) displaying
the topological surface states.

per unit cell, forming a bilayer (BL) structure. The lat-
tice parameters were chosen to be the ones of the bulk
corresponding to a= 4.7235 Å and αrho = 57.35o as de-
tailed in the paper of Liu and Allen (1995). Bi thin film
is obtained by stacking the BLs along the (111) direction,
such as the z axis. The surface is thus parallel to the xy
plane. The uppermost and lowermost BLs are in contact
with a vacuum. We first construct a model Hamiltonian
for the Bi thin film. For this purpose, the sp3 TB model,
we chose for the bulk Bi crystal (results not shown) is
adapted to the Bi thin film. There are s, px , py , and pz
orbitals with spin index σ on each atom. The hopping
terms among the atomic orbitals are decomposed into
respective inter- and intra-BL hopping terms. The inter-
BL hopping termH21−2 consists of the nearest-neighbor
hopping term in the bulk Bi Hamiltonian, whereas the
intra-BL hopping term consists of two parts, H11 and
H12−1, with the third and second nearest neighbor hop-
ping terms in the bulk model, respectively (Ohtsubo and
Kimura, 2016; Saito et al., 2016). There is a surface
potential gradient on the surface BL along the z axis
between the surface Bi atoms and the vacuum. The sur-
face Rashba effect is induced by the contribution of this
potential gradient. In terms of the sp3 TB model, this
is described by the following spin independent hopping
terms between the nearest-neighbor sites. In order to
take into account top and bottom surface Rashba states,

we introduced supplementary hopping terms of adequate
symmetry taking into account the asymmetric potential
terms due to the symmetry breaking, and as developed
in several situations (Saito et al., 2016).
The Bi and Sb in A7 crystal structures, as well as

Bi1−xSbx alloys with x = 0.2,0.3,0.4 were then calcu-
lated using the tight-binding methods and different pos-
sible parametrizations like given by either Liu and Allen
(1995), Teo et al. (2008), or Ohtsubo and Kimura (2016).
Two surface sates, namely Σ1 and Σ2 were found in the
gap. A transition from Trivial to non-trivial topological
surface states were found depending on the number of
band crossings with the Fermi levels in the Bi host gap,
and the spin-texture of those surface states has been ex-
tracted.

B. Co/Fe overlayers on Bi

As perspective for future work, we have to:
- evaluate the behavior of the spin-texture surface

states of BiSb with top ferromagnetic Co overlayer able
to produce the spin-current.

- Calculate the intrinsic and extrinsic spin and charge
conductivity by differentiating respective bulk and sur-
face contributions.
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- Calculations of the optical spectra of bulk Bi, Sb,
and BiSb for comparison to measurements are currently
being carried out by partner VSB. A summary of the
performed calculations and comparison with experiments
is provided in the Technical Report for the first reporting
period.

V. OUTLOOK

The ab initio calculations and modeling performed for
the deliverable D3.1 have brought a number of interesting
findings to the light, which are relevant for measurements
performed within the consortium. Beyond the current
workplan of the project, drafted two years ago, there are
new developments that can have significance for future
developments in what is now becoming called “orbitron-
ics”.

The theoretical studies performed suggest a number of
experimental investigations that could be carried out in
the consortium:

• Measure the predicted spin accumulations due to
the SREE and SHE separately for the bilayer sys-
tems Pt/Co and Pt/Ni, if possible in a layer-
resolved way.

• Measure the ab initio predicted orbital polarization
in the bi-metallic layers.

• Confirm the existence of the new predicted M -
longitudinal component (having both spin and or-
bital components). The spin/orbital polarization
induced in this component does not contribute to
the SOT, but an observation of its existence would
imply a major confirmation of the employed theo-
retical framework.

• The current-induced spin and orbital polarizations
due to the SREE and OREE have been predicted
for Mn2Au and CuMnAs; dedicated measurements
of these polarizations are required to compare with
the theoretical values.

• The theory predicts SOTs in the AFMs Mn2Au and
CuMnAs at petahertz (PHz) frequencies. This is to
be tested in measurements.

• The dependences of the spin and orbital polariza-
tion due to SHE/SREE and OHE/OREE on the
magnetization direction has been computed. It
would be worthwhile to confirm the magnetization
direction dependence in experiments.

• For a full comparison with experiments, it will be
needed to compute also the SHE and OHE of CuM-
nAs and Mn2Au. In addition, it would be worth-
while to perform calculations for bilayer structures,

such as Pt/CuMnAs and Pt/Mn2Au. Such calcula-
tions could shed light on THz emission from these
bilayer systems.

• Once the structural optimization of Fe/Bi and
Co/Bi (or Fe/BiSb, Co/BiSb) bilayers has been
done, it will be worthwhile to compute the induced
spin and orbital polarizations in these bilayer sys-
tems, to understand the process of spin-to-charge
conversion and how it could be possibly enhanced.
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